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INTRODUCTION
Hanna Pickard and Serge H. Ahmed

This Handbook collects together original, substantial, and in places provocative perspectives on 
addiction, written by leading researchers in the field from a variety of disciplines. In today’s 
world, addiction is frequently discussed in the media, especially in relation to politics and policy 
debates bearing on criminal justice, public health, and society at large; as well as widely rep-
resented in literature, film, music, and other forms of art and culture. It also touches many of 
our lives personally in one way or another. Perhaps this is one reason why addiction research 
is a field shaped by questions as much as answers, and disagreement as much as consensus. It is 
inevitable that all of us with an interest in addiction – whatever the reason, academic or other – 
are potentially influenced by popular media and cultural portrayals, as well by our own personal 
experience and any corresponding attempt we have made to make sense of and come to terms 
with addiction for ourselves. In addition, what addiction researchers say matters. It stands to 
affect policy debates, public perception, and ultimately addicts themselves – many of whom are 
the most vulnerable and marginalized people in our communities, and who experience tremen-
dous distress and suffering. As a result, when it comes to addiction, the objectivity required for 
genuine progress in understanding is not always easy to come by.

We have therefore encouraged the contributors to this Handbook to write from their own 
disciplinary and, where relevant, personal perspectives, but also not to shy away from chal-
lenging received wisdom any more than they would shy away from challenging self-evident 
hyperbole or myth. We have also included an extremely wide range of disciplinary per-
spectives encompassing animal models, anthropology, behavioral economics, clinical research 
and treatment, cognitive psychology, documentary photography, health and personal ethics, 
epidemiology, evolutionary biology, genetics, history, law, neuroscience, philosophy, psy-
chiatry, public policy, social justice studies, and sociology; in addition, many of the chapters 
themselves encompass more than one of these disciplines. Our hope is that, in collecting 
together this diversity of bold, state-of-the-art, yet accessible chapters, disagreements can be 
made visible, debates about how to resolve them can begin, and new and better questions 
will emerge. Like the parable of the blind men and the elephant, addiction cannot be under-
stood from one perspective alone. It is only when these multiple disciplinary perspectives are 
accorded their due and intelligently pieced together that a credible and complete understanding 
of addiction is possible.
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The Handbook is divided into three Parts. Part I addresses the question of what addiction 
is. Here, as elsewhere in the field, there is no consensus. Researchers disagree about the very 
nature of addiction: how it should be defined; how it should be studied; what about it requires 
explanation; how it can be delineated from non-addictive drug use; what kind of thing it is; 
what kinds of things represent instances of it; which species can in theory be addicted; and 
which individuals in fact are. The chapters in Part I Section A Conceptions of addiction rep-
resent some of the more abstract and conceptual contributions to the Handbook in their attempt 
to grapple with these questions. They collectively explore the importance of ideas of value, 
preference, choice, control, compulsion, belief, identity, explanation, disorder, dysfunction and 
evolution to the nature of addiction. The chapters in Part I Section B Varieties, taxonomies, 
and models of addiction approach the question of what addiction is from a more concrete 
orientation. They consider our practices of diagnosis, classification, and research methods, as 
well as two particular kinds of behavioral addictions (gambling and food) and one particularly 
unusual kind of addict (non-human animals).

Part II addresses the question of why addiction occurs. As this Part amply demonstrates, 
this question is not best approached by searching for a single cause or kind of explanation. 
Rather, the chapters in this Part each explore one part of the answer – some adopt a broader, 
large-scale perspective while others take a narrower, small-scale one. The chapters in Part II 
Section A Anthropological, historical, and socio-psychological perspectives consider 
some of the wider cultural variables in the explanation of addiction. They detail how politi-
cal and socio-economic forces create conditions for the development and entrenchment of 
addiction – as well as charting the history of addiction research itself and investigating how 
this history has shaped our understanding of the phenomenon to be explained. The chapters 
in Part II Section B Developmental processes, vulnerabilities, and resilience trace some 
of the pathways to addiction involving the interaction between biological, genetic, personality, 
population and environmental factors. The chapters in Part II Section C Psychological and 
neural mechanisms review and assess our increasing knowledge of the cognitive psychology 
and neuroscience underpinning addiction, addressing the nature of learning processes, decision-
making, motivation, reward expectancy, and brain connectivity in addiction. In addition, two 
chapters in this Section offer a philosophical perspective on the brain sciences of addiction, one 
complementary and the other more skeptical.

Part III addresses the question of the meaning of addiction in today’s world and what we 
should do about it. Part III Section A Listening and relating to addicts contains chapters that 
aim to bring the voices of addicts themselves and those who care about them into the dialogue 
created by this Handbook. In one way or another, these chapters all emphasize the ethics of care 
and the importance of maintaining humanity in our relations with addicts, as well as bring-
ing into focus the terrible distress and suffering addiction can involve. The chapters in Part III 
Section B Prevention, treatment, and spontaneous recovery describe and assess evidence-
based interventions to help addicts abstain from drug use or to manage it in less damaging ways, 
alongside the phenomenon of natural remission, with an eye to how this knowledge can shed 
light on what addiction is. The chapters in Part III Section C Ethics, law, and policy offer 
political and socio-economic critiques relevant to drug policy, as well as addressing a host of 
pressing legal issues pertaining to drug legalization and regulation, criminal prosecution, and 
mandatory treatment both in criminal justice contexts and in cases of civil commitment.

In dividing the Handbook this way, we aim to offer a structure that helps organize and 
systematize the different elements necessary for a credible and complete understanding of 
addiction – what it is, why it occurs, what it means to people and how we should respond to 
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it both as individuals and as a society – and display how different disciplinary perspectives not 
only can but must contribute to this understanding. But the divisions are nonetheless some-
what arbitrary. Many if not most of the chapters in this Handbook contain material relevant to 
more than one Section or Part. We hope that readers may come to challenge this structure 
and find connections between the disparate elements, so as to overcome what remains of our 
collective blindness in understanding “the elephant” of addiction.
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PART I

What is addiction?
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Conceptions of addiction
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1
THE PUZZLE OF ADDICTION

Hanna Pickard

The orthodox conception of drug addiction1 within science and medicine is a neurobiologi-
cal disease characterized by compulsive drug use despite negative consequences (cf. NIDA 
2009; WHO 2004). This conception depends on three core ideas: disease, compulsion, and 
negative consequences. Yet the meaning of the ideas of disease and compulsion, and the 
significance of negative consequences, is rarely made explicit. I argue that it is only when 
the significance of negative consequences is appreciated that the puzzle of addiction comes 
clearly into view; and I suggest that there are both conceptual and empirical grounds for 
skepticism about the claim that addiction is a form of compulsion, and agnosticism about the 
claim that addiction is a neurobiological disease. Addiction is better characterized as involv-
ing choices which, while on the surface puzzling, can be explained by recognizing the mul-
tiple functions that drugs serve, and by contextualizing them in relation to a host of interacting 
factors, including psychiatric co-morbidity, limited socio-economic opportunities, temporally 
myopic decision-making, denial, and self-identity.2

The significance of negative consequences

As characterized by the orthodox conception, codified in diagnostic manuals, and of course 
widely known, drug addiction has severe negative consequences. These typically include the 
neglect of other pleasures and interests; the inability to fulfil important social and occupa-
tional roles and responsibilities; ruined relationships; the loss of social standing and community; 
cognitive impairment and mental health problems; physical disability and disease; and, lastly, 
death (cf. APA 2013; WHO 1992). In addition, addiction can be a source of terrible shame, 
self-hatred, and low self-worth (Flanagan 2013 and in this volume). From an ethical and public 
policy perspective, such pain and suffering matters straightforwardly, simply because it demands 
our help. However, from a theoretical perspective, negative consequences matter because they 
pinpoint what it is about addiction that demands explanation.

Common sense suggests that if a person knows that an action of theirs will bring about 
negative consequences and they are able to avoid doing it, then they do. We act, so far as we 
can, in our own best interests and the interests of others we care for. This is a basic folk psycho-
logical rule of thumb for explaining and predicting human action, ubiquitous in our ordinary 
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interaction with and understanding of each other. But this is what addicts seem not to do. 
Although addiction has severe negative consequences, addicts continue to use drugs. This is the 
puzzle of addiction: why do addicts keep using drugs despite negative consequences?

The orthodox conception of addiction offers a parsimonious and powerful solution to this 
puzzle. To use a common metaphor, the explanation is that addiction “hijacks” the brain, so 
that addicts lose all control and cannot help taking drugs, despite the consequences and against 
their best interests. Hence the puzzle of why addicts keep using drugs despite negative conse-
quences can be straightforwardly explained. If addicts could avoid using drugs, they would – but 
they can’t, so they don’t. The reason is simple: they suffer from a neurobiological disease that 
renders use compulsive.

No doubt there are many reasons why the orthodox conception of addiction has become so 
dominant. These include socio-historical, political, and economic forces (Heyman 2009; Satel 
and Lillienfeld 2013), arguably alongside a widespread belief that framing addiction as a disease 
is crucial for fighting blame and stigma and getting addicts the help they need (Volkow et al. 
2016; but for critical discussion, see Hall et al. 2015 and Lewis 2015; Pickard 2017b articulates 
how choice models can combat blame and stigma). But, from a theoretical perspective, the 
orthodox conception’s explanatory power is strong evidence in its support: it appears to solve 
the puzzle of addiction.

Compulsion

The orthodox conception’s solution to the puzzle has two parts. The first appeals to compulsion 
to explain use in face of negative consequences. The second appeals to neurobiological disease 
to explain compulsion.

Consider first the idea of compulsion. There is no agreed definition. But it is standardly 
understood to mean an irresistible desire: a desire so strong that it is impossible for it not to lead 
to action. From a folk psychological perspective, we do not ordinarily conceive of our desires as 
irresistible. Desires may be strong and persistent. It may require sustained effort and concentra-
tion not to act on them. Meanwhile, the alternative actions genuinely available to us may be 
limited and the costs of not acting may be high. As a result, our desires may be hard to resist. 
In addition, in many circumstances, it may be justifiable not to resist, given the balance of costs 
for and against acting. But this is not the same as irresistibility. Desires that are hard to resist yet 
leave us some power to do other than what we desire should we choose: it is possible not to act 
on them. This possibility is what compulsion removes. Compulsion strips a person of all choice 
and power to do otherwise. If the desire for drugs is irresistible, then it is impossible for addicts 
not to use drugs. As Carl Elliott expresses this claim, an addict “must go where the addiction 
leads her, because the addiction holds the leash” (Elliott 2002: 48).

The appeal to compulsion understood as irresistible desire is key to the orthodox conception’s 
explanation of persistent use in the face of negative consequences. Suppose that, even if the desire 
to use is hard to resist, it is not irresistible. Then the question of why use persists in the face of 
negative consequences remains. For, given the severity of these consequences, the difficulty of 
resisting – as opposed to the impossibility of resisting – is not by itself explanatory. We need to 
know more. The point is not that this cannot be explained; indeed, my aim in what follows is 
to explain it. The point is rather that the parsimony and power of the orthodox conception to 
explain the puzzle of addiction depends on an appeal to compulsion understood as irresistible 
desire. Softening the meaning of compulsion costs the orthodox conception its explanatory force.

Are addictive desires irresistible? Cravings are of course a central component of addiction 
(Auriacombe et al. in this volume; Robinson et al. in this volume). When access to drugs is 
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limited, the desire for them can be psychologically encompassing and distressing. When there is 
in addition a state of dependence, withdrawal can cause physical suffering. No one should deny 
that the desire to use drugs is extremely strong or minimize the very real struggle addicts face 
not using (for a discussion of self-control, see Henden in this volume). But there is increasing 
evidence that addicts are not compelled to use. They are responsive to incentives, suggesting 
that the desire to use is not irresistible.

Here is a brief review of the evidence. Anecdotal and first-person reports abound of addicts 
who are diagnosed as dependent (and so suffer withdrawal) going “cold turkey” (cf. Heyman 
2009, 2013a). Large-scale epidemiological studies suggest that the majority of addicts “mature 
out” without clinical intervention in their late twenties and early thirties, as the responsibilities 
and opportunities of adulthood, such as parenthood and employment, increase (for a review 
of these findings see Heyman 2009 and in this volume; but for criticism of this interpretation 
of the data, see Anthony in this volume). Rates of use are cost-sensitive: indeed, some addicts 
choose to undergo withdrawal in order to decrease tolerance, thereby reducing the cost of 
future use (Ainslie 2000). There is increasing evidence that contingency management treatment 
improves abstinence and treatment-compliance, compared with standard forms of treatment 
such as counselling and cognitive-behavioral therapy, by offering a reward structure of alterna-
tive goods, such as modest monetary incentives and small prizes, on condition that addicts pro-
duce drug-free urine samples (Zajac et al. in this volume). Experimental studies show that, when 
given a choice between small sums of money and taking drugs then and there in a laboratory 
setting, addicts will often choose money over drugs (Hart et al. 2000; Hart 2013). Finally, since 
Bruce Alexander’s classic “Rat Park” experiment (Alexander et al. 1978, 1985), animal research 
on addiction has convincingly demonstrated that, although the majority of cocaine-addicted 
rats will escalate self-administration if offered no alternative goods, they will forego cocaine and 
choose alternative goods, such as sugar, saccharin, or same-sex snuggling, if these are available 
(Ahmed 2010; Zernig et al. 2013).

This evidence is strong, but we need nonetheless to be careful in drawing conclusions. 
There is a basic, common-sense distinction between what a person can do but won’t (because 
they are not motivated) and what a person wants to do but can’t (because they lack the abil-
ity) (Pickard 2012, 2017a). The evidence shows that the majority of addicts have the ability 
to refrain from use in many ordinary circumstances. But it does not demonstrate they have 
the ability in all possible circumstances. The attribution of an ability to refrain from use is 
consistent with there being occasions where, due to any variety of constraints, it cannot be 
exercised. Nor does the evidence demonstrate beyond doubt that the minority of addicts who 
do not respond to incentives have the ability to refrain but don’t exercise it, rather than not 
having the ability at all. In the absence of any clear marker between different sub-groups of 
addicts that would explain the difference between the majority who refrain and the minor-
ity who don’t, the evidence suggests the latter are like the former in having the ability and 
unlike them in not exercising it, but it does not conclusively establish this. Finally, there is 
the important question of how to understand conflicting self-reports from addicts, who often 
oscillate both intra- and inter-personally between using the language of compulsion and the 
language of choice (for discussion see Booth Davies 1992; Pickard 2012, 2017a). For all these 
reasons, caution is needed in interpreting the evidence. Nonetheless, our understanding of 
addiction should reflect what the evidence clearly does show, namely that, for many addicts, 
on many occasions, they are not compelled to use. For this reason, an appeal to compul-
sion understood as irresistible desire cannot be the fundamental explanation of the puzzle of 
persistent use despite negative consequences. It is simply not true, of too many addicts, too 
much of the time.
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Neurobiological disease

Consider now the idea of disease. What does this mean? Our ordinary concept of disease 
is complicated, as well as having important social and personal consequences in our culture, 
including a claim to care and a removal of responsibilities in virtue of occupying “the sick role” 
(Parsons 1951). But, in simple terms, it typically invokes the idea of underlying pathology as the 
cause of observable surface-level symptoms and suffering. For example, consider the way core 
symptoms of Parkinson’s Disease, like tremor and slow movement, are caused by brain degen-
eration. With respect to addiction, the surface-level symptom is drug use, and the suffering is the 
negative consequences thereby caused. In characterizing addiction as a neurobiological disease, 
the orthodox conception explains this symptom (and hence the consequent suffering) by appeal 
to underlying brain pathology. Addicts use drugs because something is wrong with their brains.

The ordinary concept of disease therefore invites an appeal to compulsion because prototypi-
cal symptoms of diseases are passive occurrences – things that happen to us rather than things 
we do. But it is possible to reject the claim that drug use is compulsive while yet maintaining 
that addiction is nonetheless a neurobiological disease. Addiction could be a “disease of choice” 
if the neural changes and processes underlying drug choices that are found in addicts are patho-
logical (Berridge 2017).

It is important to be clear that long-term heavy drug use has chronic effects on the brain 
(Zilverstand et al. in this volume). Drugs directly affect levels of synaptic dopamine as opposed 
to affecting them only indirectly via the neural states and processes sub-serving learning and 
reward. This can explain why cues associated with drugs trigger a desire that over-estimates their 
anticipated reward and hence is unusually strong in its motivational strength (Redish et al. 2008; 
see too Levy in this volume). Over time, wanting drugs may even come apart from liking them: 
cues may trigger cravings and strongly motivate drug-seeking and drug-taking, even though 
drug experience offers less pleasure than it initially did or than appears commensurate with the 
desire to use (Robinson et al. in this volume; cf. Holton and Berridge 2013). In line with what 
was argued above, these neural changes and processes do not establish that the desire for drugs 
is irresistible and use is compulsive. Rather, they explain (among other things) the intensity of 
the desire. But are they pathological?

The answer is that we do not yet know. Just as we cannot infer irresistibility and impossibility 
from descriptions of underlying neural states and processes, so too we cannot infer pathology. 
On the one hand, from a theoretical perspective, there is no agreed understanding in philoso-
phy or in medicine of what makes a state or process pathological. However, this much is clear: 
deviation, however extreme, from the statistically average states and processes characteristic of 
any relevant level of explanation, whether that is personal-level, cognitive-psychological, or 
neurobiological, is not enough. Atypicality is neither necessary nor sufficient for pathology, as 
there is tremendous variation between individuals and some pathologies are near universal 
(cf. Boorse 1977). Rather, we need an account of the natural or proper function of a state or pro-
cess relative to a level of explanation in order to judge whether or not the difference in question 
counts as pathological – not just as atypical but as dysfunctional relative to that level. How are the 
processes sub-serving learning and reward supposed to function at the neurobiological level, and 
does their functioning in response to drugs constitute a pathology? Although it is tempting to 
answer yes, the truth is that it is not possible at present to settle these questions (cf. Stephens and 
Graham 2009; Levy 2013; for an argument that the neural changes and processes underlying 
addiction represent normal learning, see Lewis 2015). On the other hand, from an empiri-
cal perspective, although our knowledge of the chronic effects of drugs on the brain is ever-
increasing, we do not yet have animal or human studies directly comparing dopamine responses 
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in addicts caused by drug versus non-drug reward cues (e.g., sex or food), or directly comparing 
dopamine responses to drug cues in addicted subjects to dopamine response to non-drug reward 
cues in non-addicted subjects, in order to establish the difference. In other words, we do not yet 
know even how atypical an addicted subject’s neural response to drug cues is.

The orthodox conception explains the puzzle of why addicts use drugs despite negative con-
sequences by appeal to the claim that use is both compulsive and caused by a neurobiological dis-
ease. But the evidence is strong that use is not compulsive. And it is at present unclear whether the 
neural changes and processes underlying drug choices are correctly considered pathological. To 
avoid any possible confusion, I want to emphasise that adopting an agnostic attitude towards the 
claim that addiction is a neurobiological disease in no way entails that the cognitive and brain sciences 
cannot explain many aspects of addiction. They clearly can – as they can explain many aspects of 
the human mind and behavior more generally. Many of the factors I adduce below to solve the 
puzzle of addiction can be illuminated by scientific investigation. And some of the neural changes 
and processes underlying drug choices may ultimately prove to be pathological, as our theoretical 
understanding of pathology, and our empirical knowledge of the effects of drugs on the brain, 
increases. The point is rather that the question of disease is more delicate than the orthodox con-
ception has acknowledged, and that, however this question is ultimately resolved, in absence of an 
appeal to compulsion, the orthodox conception cannot explain the puzzle of addiction.

The puzzle of addiction

Why then do addicts use drugs despite negative consequences? Given that use is not compelled, 
the puzzle of addiction is a puzzle of choice. We need to understand why addicts use drugs 
despite negative consequences when they have choice. To answer this question, consider first a 
more basic one. Why do people use drugs at all?

Strikingly, there is no puzzle at all with respect to this question. Alongside factors such as 
cultural expectations (Flanagan in this volume) and drug availability, drugs offer means to fulfill-
ing many self-evidently valuable ends. Christian Muller and Gunter Schumann (2011) delineate 
the following seven clearly documented functions of drugs, identifying the common types of 
psychoactive substances and neuropharmacological mechanisms relevant to each: (1) improved 
social interaction; (2) facilitated mating and sexual behavior; (3) improved cognitive perfor-
mance and counteracting fatigue; (4) facilitated recovery and coping with psychological stress; 
(5) self-medication for mental health problems; (6) sensory curiosity – expanded experiential 
horizons; and, finally (and in ways most self-evidently), (7) euphoria and hedonia. In addition, 
arguably drugs can offer socially isolated and ostracized individuals a sense of self-identity and 
a community to belong to (cf. Dingle et al. 2015; Flanagan in this volume). The relationships 
and reciprocal bonds between members of highly vulnerable and marginalized drug users are 
striking and strong (cf. Bourgois and Schonberg 2009). I discuss self-identity and community 
further below. The point here is that drugs not only bring pleasure but in addition serve many 
other valuable functions: drugs have multiple benefits.

The importance of this point is often overlooked. It is routinely emphasized in addiction 
research that addicts sometimes report no longer liking their drug of choice even when they 
persist in taking it (cf. Robinson et al. in this volume; Volkow et al. 2016); and it is no doubt 
the case that pleasure typically decreases as tolerance increases. Yet many, if not indeed most, 
addicts continue to find pleasure in drug use despite their addiction. Moreover, few if any of the 
other functions served by drugs are mediated by pleasure. For example, drugs can numb anxiety 
and other negative emotions, remove sexual and social inhibitions, counteract fatigue and stress, 
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relieve boredom, and provide a sense of identity and community, without inducing pleasure. In 
other words, whether or not pleasure persists in addiction, other valuable drug functions do (see 
Flanagan in this volume for first-person reports that speak to this point).

This means that there is only a puzzle surrounding use when drugs come to have significant 
costs, such as the severe consequences characteristic of addiction, alongside the benefits. There is 
nothing notable about the choice to use drugs unless the balance between costs and benefits has 
tipped. And, in absence of any clear underlying neurobiological pathology, there is no sharp line 
determining when problem use becomes addiction. Costs and benefits can only be weighed in 
relation to values, which differ between people, including addicts (cf. Flanagan 2016; Sinnott-
Armstrong and Summers in this volume). For example, people can care less or more about 
the loss of relationships and social standing, as weighed against whatever functions drug use is 
serving. Equally, context-specific external factors, from national practices of criminalization and 
policing, to socio-economic status (Hammersley in this volume; Orford in this volume), can 
both create and protect against costs. For example, in countries where drugs are not criminal-
ized, addicts cannot be criminally charged, convicted, and sentenced for possession; or consider 
how, in contrast to a poor parent, a wealthy parent may be able to protect their child from 
some of the consequences of their addiction by employing a live-in nanny, thereby ensuring 
that more of their parental responsibilities are met and their relationship with the child better 
preserved. The lack of a sharp line dividing addiction from problem use is reflected in diagnostic 
criteria (APA 2013), but it has led some theorists to claim that the negative consequences of use 
are ancillary as opposed to core features of addiction, and should be removed from the construct 
(Martin et al. 2014). The difficulty with this suggestion is that, given the benefits of drugs, and, 
again, in absence of any clear underlying neurobiological pathology, it is only when costs exceed 
benefits that there is any puzzle of addiction – any reason to think that something is wrong.

So why then do addicts choose to use drugs when doing so has costs that look from the 
outside to outweigh the benefits? In addition to the facts that the desire to use is strong and per-
sistent, and drug use is habitual and so requires concentration and effort to resist (Pickard 2012), 
there are at least five factors that are relevant to solving the puzzle.

Self-hatred and self-harm

Some addicts may use drugs not despite negative consequences but in part because of them. 
The basic folk psychological rule of thumb for explaining and predicting human action that 
creates the puzzle of addiction in the first place – namely, that people act, so far as they can, 
in their own best interests and the interests of others they care for – is only a rule of thumb. 
Human psychology also has a self-destructive streak, often found in people from backgrounds 
characterized by childhood adversity and mistreatment, and who may struggle with a negative 
self-concept alongside a range of mental health problems associated with addiction, especially 
personality disorders (Maté 2009; Pickard and Pearce 2013). People with such complex needs 
may deliberately and directly self-harm – through self-directed violence, such as cutting and 
burning, but also by other means, such as sexual and other forms of risk-taking behavior, over-
dosing, and, arguably, drug abuse quite generally. Addicts who share this mindset may not care 
about themselves enough to care about the negative consequences of use – indeed, they may, 
consciously or unconsciously, embrace these consequences, in keeping with a self-concept as 
worthless and deserving of suffering. Negative consequences only offer an incentive not to use 
drugs if a person values and cares about themselves. For people who don’t, the costs of drug use 
may to some degree count as benefits, thereby solving the puzzle.
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Human misery, limited socio-economic opportunities, and  
poor mental health

Some addicts may choose to continue to use drugs, notwithstanding the negative consequences, 
because the benefits outweigh the costs given a realistic appreciation of their circumstances and 
the options available (Pickard 2012). As noted above, the majority of addicts “mature out” in 
their late twenties and early thirties. Those for whom addiction remains a chronic problem are 
typically people from underprivileged backgrounds who also suffer from co-morbid psychi-
atric disorders, particularly anxiety, mood, and personality disorders, and who of course must 
equally face the stigma, stress, and other problems associated with long-term poor mental health 
(Compton et al. 2007; Regier et al. 1990) and lack of psychosocial integration (Alexander in 
this volume). The “self-medication” hypothesis has long been a staple of clinical understand-
ing of drug use (Khantzian 1985, 1997). It is common knowledge that drugs offer relief from 
psychological distress. This is one of the well-documented functions of drugs listed above: we 
“drown our sorrows”. For many chronic addicts, drugs may provide a habitual and, in the short-
term, effective way of relieving suffering, caused by negative emotions alongside many other 
symptoms and problems typically experienced by people with mental health problems living in 
impoverished circumstances. Put crudely, drugs and alcohol offer a way of coping with stress, 
pain, and misery, when there is little possibility for genuine hope or improvement. For addicts 
in such circumstances there is no puzzle of addiction: the cost of abstinence is likely to be very 
high, while the benefits of drug use are many, and the alternative goods available or ways of 
relieving suffering are few.

Temporally myopic decision-making

Some addicts may choose to use drugs because, at the moment of choice, they value drugs 
more than they value a possible but uncertain future reward, such as improved wellbeing with 
respect to health, relationships, or opportunities, which is consequent on long-term abstinence. 
The disposition to discount the future relative to the present is a common feature of human 
psychology, standardly considered rational to the extent that, adjusting for the relative value of 
the rewards, the present reward is certain while the future reward is uncertain. But, in addition, 
human discount curves are typically hyperbolic, so that as a reward nears in time, its expected 
value increases sharply, creating shifts in preferences over time simply in response to current 
availability (Ainslie in this volume; cf. Heyman 2009). Addicts have steeply hyperbolic discount 
rates compared with the norm (Bickel and Marsch 2001; Bickel et al. 2014). When the drug 
is within immediate reach, addicts may prefer use to abstinence, even if, when the drug is not 
within reach, they prefer abstinence to use.

Ambivalence is characteristic of many cases of addiction. Addicts often report fluctuating 
desires and resolutions, alongside vacillating hope and despair, which lends a sense of psycho-
logical reality to hyperbolic discounting models. Moreover, the success of contingency manage-
ment treatment (Zajac et al. in this volume) testifies to the role of discounting in explaining drug 
choices. It is remarkable that a small amount of money or a prize can provide sufficient incen-
tive for addicts to forgo drugs, when the consequences of their addiction do not. However, the 
money or prize is directly and reliably available according to a fixed schedule upon the delivery 
of a drug-free urine sample. There is no significant delay in reward, and there is no significant 
uncertainty as to delivery. In comparison, the rewards of abstinence are not only temporally 
delayed, but also, for many addicts, extremely uncertain.
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Unlike contingency management treatment rewards, the good life does not spring forth 
ready-made simply because an addict quits. There may be long-term physical and mental health 
problems that cannot be fixed simply through forgoing drugs. Equally, ruined relationships do 
not just snap back into shape, communities do not quickly forget, and jobs that were lost are 
not automatically regained. For those addicts who come from underprivileged backgrounds of 
poor opportunity, housing, education, and employment, opportunities do not simply material-
ize overnight. The creation of a life worth living requires work, and, for many addicts, the cards 
are stacked against them even if they kick their addiction.

Moreover, for addicts with complex needs, a “suicide option” may function to rationalize 
the discounting of any possible future reward consequent on a drug-free life, given the costs of 
abstinence in the present. The option of committing suicide can be very important to people 
who live with long-term psychological pain and distress, because it offers an escape that lies 
within their control if life becomes unbearable (Pickard 2015). In so far as drug use functions 
for an addict to offer relief from suffering, the cost of abstinence is very high unless and until 
alternative means of coping are available. The person must bear not only withdrawal and other 
drug-related effects of abstinence, but also the psychological pain and distress that the drugs were 
functioning to relieve. Hence, for addicts committed to a “suicide option”, there is a serious 
question whether undergoing the costs of abstinence could ever be worth it. For if life becomes 
too unbearable, they will take the option, ensuring that there is no possible future reward for 
suffering in the present, and thereby eradicating its potential relevance to present decision-
making. In this respect, death is the ultimate trump.

For this reason, even if the myopic temporal horizon characteristic of addiction may be 
in part pathological (Verdejo-Garcia in this volume), it may also be in part rational, taking 
into account the life circumstances and options realistically available to many addicts (Heyman 
2013b; Pickard 2017a). But, either way, discounting models can explain why addicts choose 
to use: the future benefits of abstinence (alongside the future costs of drug use) only provide 
incentive not to use if they are represented as outweighing the present benefits of drug use in 
decision-making. There is no puzzle of addiction if addicts are temporally myopic.

Denial

Despite the fact that addicts are notoriously prone to denial, it has received surprisingly little 
attention in both philosophical and scientific research on addiction. Denial is a psychological 
defense mechanism. It can be understood as a species of motivated belief or self-deception, 
whereby a person fails to believe the truth of a proposition because doing so would cause psy-
chological pain and distress, and despite evidence in its favor that would ordinarily suffice for its 
acceptance (Pickard 2016). Denial can explain why addicts choose to use drugs despite negative 
consequences. If, despite the evidence, addicts are in denial that their drug use is causing negative 
consequences, then the disincentive to use that negative consequences constitute is effectively 
removed from their psychology, and cannot guide decision-making. There is no puzzle why 
drug use persists if the costs associated with it are not known, and denial blocks this knowledge.

How do people learn that their drug use has negative consequences? Although it can initially 
seem as if this is self-evident, it is not. One way or another, addicts have to discover that it does. 
The fact that one’s drug use is causing negative consequences is not immediately manifest in 
experience, but requires acquiring causal knowledge.

There are at least two kinds of causal knowledge relevant to addiction, typically acquired 
by two corresponding routes. On the one hand, there are large-scale generalizations, such as 
the knowledge that smoking causes disease. Acquiring knowledge of large-scale generalizations 
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typically depends on equally large-scale collective research efforts involving data collection and 
hypothesis testing and confirmation. For example, the causal link between smoking and disease 
was established by extensive longitudinal comparisons of smoking versus non-smoking popula-
tions, and confirmatory evidence from animal models. Once such large-scale generalizations are 
known in the research community, they can be disseminated to the public through channels 
such as the media and public education initiatives, and become available for use in individual 
decision-making. So, armed with the knowledge that smoking causes disease, one can choose 
not to smoke to reduce the risk of disease.

On the other hand, there are small-scale individual generalizations, pertaining to our own 
actions and their outcomes. We can often acquire this knowledge on the basis of our experi-
ence alone. If we observe an association between two events, such as an action of ours and 
an outcome, we can test the possibility of a causal relation, by intervening and manipulating 
the hypothesized cause (our action) while monitoring the effect (the outcome). For exam-
ple, although we cannot discover that smoking causes disease on our own, we can potentially 
discover that, in our own case, smoking causes headache. We can do this by first noticing 
the association and then testing the hypothesis by controlling our actions: smoke a cigarette, 
then observe the effects; don’t smoke, then observe the effects. Once this causal knowledge is 
acquired, it is available for use in individual decision-making, allowing us to achieve outcomes 
by means of interventions such as our own actions. So, armed with the knowledge that, in one’s 
own case, smoking causes headache, one can choose not to smoke to avoid headache.

Acquiring causal knowledge of the negative consequences of drug use, and in addition put-
ting this knowledge to work in individual decision-making, must therefore be seen as an achieve-
ment. With respect to large-scale generalizations such as health risks, individuals are dependent 
on scientific discovery and dissemination. In addition, for decision-making to be successfully 
guided by these generalizations, people must believe the information they are given, possess and 
exercise the capacity to reason probabilistically in order to assess individual risk, and overcome 
any tendency towards personal exceptionalism. With respect to small-scale individual generali-
zations, one’s experience may not offer clear confirmation. Given that the causal network of 
relations is likely complicated and thickly interwoven, and drugs may well be contributory as 
opposed to single causes, interventions and manipulations may not yield knowledge. Suppose, 
for example, that you are an addict who opts not to use drugs on some occasion: you refrain 
from use. That is unlikely to mean that your problems, including those that may initially have 
been caused or exacerbated by drugs, disappear. For instance, the damage to your body is 
unlikely to be immediately reversed; the damage to your relationships is unlikely to immediately 
heal. Indeed, things may get worse before they get better, as life without drugs may be more of 
a struggle and contain more suffering than life with them. So an intervention (foregoing drugs) 
may not produce the effect (the disappearance of negative consequences of use) that would sup-
port the acquisition of knowledge of a causal relationship between them.

Because it is an achievement to acquire and deploy knowledge that drug use is causing nega-
tive consequences, the ground is ripe for denial to take root. There are multiple opportunities 
for information-processing biases and motivational and affective influences on cognition to 
interfere with knowledge acquisition and its use in decision-making (Pickard 2016).

Needless to say, there are also many reasons why addicts may be motivated to deny the nega-
tive consequences of drug use. These consequences are themselves frightening and upsetting. 
It can be shaming to acknowledge the harm one has done by one’s addiction to oneself and 
also potentially to others one cares for (cf. Flanagan 2013). Finally, and in ways most obviously, 
acknowledging the negative consequences of use creates a demand, namely, to desist from the 
behavior causing them – that is, to quit drugs. Given the strength of the desire to use and the many 
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valuable functions drugs serve, addicts are clearly motivated to use drugs, and, as a result, to deny 
that there are reasons not to, namely, the negative consequences of use. But, once in denial, 
there is no puzzle as to why addicts choose to use despite negative consequences.3

Self-identity

Some addicts are not in denial. Rather, they self-identify as addicts. This self-identification 
can be part of why addicts use drugs despite negative consequences. They use because they are 
addicts. Who else would they be?

There are two parts to this explanation. The first invokes the consequences of self-labelling 
or self-categorization, whereby a person identifies themselves as a member of a social group. 
Labelling and categorizing people is informative. Social groups are typically defined in part by 
sets of beliefs and standards of behavior. These are the norms determining what it means to be 
a member of that kind or category and to which individuals are expected to conform in virtue 
of their membership. Labelling or categorizing a person as a member of a social group therefore 
leads others to form expectations of them, based on the defining group beliefs and behavior – 
the group norms (Leslie 2017). Self-labelling or self-categorizing as a member of a social group 
provides norms by which to self-regulate (Turner 1987; Hacking 1996). We act as members of 
the social groups with which we self-identify are expected to act, conforming our beliefs and 
behavior to group norms. This can have both an explicit and implicit dimension. Self-regulation 
can be deliberate and controlled, but over time may become more ingrained and automatic.

People who self-identify as addicts are therefore likely to persist in drug use almost by 
default – after all, that is what it is to be an addict. However, this may be further compounded 
if they view addiction according to the orthodox conception, as a neurobiological disease of 
compulsion. If addicts think of themselves as powerless over their desire to use, then the pos-
sibility of not using is unlikely to be considered let alone pursued – we cannot rationally aim 
to do the impossible (Pickard 2012).

Self-categorization can have consequences for people’s beliefs and behavior whether or not 
the self-identity it provides offers a positive sense of self. Addiction can be experienced as an 
identity loss – as destructive of all that was meaningful in life before drugs dominated (Mackintosh 
and King 2012; Flanagan in this volume). In such cases, recovery often involves rediscovering 
a past self that addiction has “spoiled” (Goffman 1963). But it is important to recognize that 
addiction can also be experienced as an identity gain (Dingle et al. 2015). This is the second part 
of the explanation.

As noted above, drug user communities can offer individuals a sense of self-identity and 
belonging, when they are otherwise socially isolated and ostracized. Self-identifying as a mem-
ber of a social group does not only provide group norms by which to self-regulate. It can also 
provide a positive sense of self if one values the social group with which one identifies (Tajfel 
1982; cf. Becker 1963). If one’s self-esteem is derived largely from membership in a social 
group, one is all the more motivated to conform to its norms, on pain of rejection from the 
group and the loss of self-identity and self-worth this would engender. In this respect, drug use 
may represent an identity gain in so far as it brings meaning and community that is otherwise 
lacking into a person’s life and so has genuine value, while it is quitting drugs that, at least ini-
tially, represents the identity loss.4 In such cases, recovery requires fashioning what we might 
think of as an “aspirational” self (Dingle et al. 2015) – facing the question of who, if not an 
addict, one will be. This may be one of the many reasons why abstinence is aided by member-
ship of recovery support groups (Buckingham et al. 2013). These can help to create and sustain 
a positive new self-identity, based on identification with group norms that do not support drug 
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use, together with the value of peer acceptance, positive regard, and belonging that comes with 
group membership.

Hence addicts may continue to use despite negative consequences not only because they 
self-identify as addicts, but, in addition, because this self-identification is of value. It can provide 
a positive sense of self and a community of rich and complicated relationships – never mind a 
set of daily routines and structure. Without this self-identification, addicts may not know who 
they would be.

Conclusion

The puzzle of addiction is a puzzle of choice. Why do addicts choose to use drugs when doing 
so has costs that look from the outside to outweigh the benefits? We can solve the puzzle by 
recognising the multiple functions that drugs serve, and contextualizing them in relation to fac-
tors including, but not necessarily limited to, psychiatric co-morbidity, limited socio-economic 
opportunities, temporally myopic decision-making, denial, and self-identity. In other words, 
there is no single and unified explanation of addiction. All addicts may have a strong and 
persistent desire to use drugs, but people make choices relative to the psychological and socio-
economic conditions they find themselves in, which are vastly diverse. Many addicts use drugs 
to gain relief from suffering, misery, and chronic mental health problems, especially when they 
face limited socio-economic opportunities and have no real alternative means for addressing 
these needs. They may feel hopeless and despairing for many reasons, including but not limited 
to their addiction, and so do not look towards the future when acting but remain focused only 
on the present. They may be in denial that they have a problem. They may feel lonely and lost 
without the identity and structure that drug use and the social bonds of a drug community can 
provide. Recognizing the multiple functions served by drugs and the need to contextualize drug 
choices reveals how some of the benefits of consumption may be hidden to us from the outside, 
as well as how some of the costs of consumption may be hidden to addicts from the inside. To 
understand addiction, we need to move beyond the orthodox conception of it as a neurobio-
logical disease of compulsion, and acknowledge the importance of these many, diverse factors. 
To address it, we need to change them.
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Notes
1 I include alcohol as well as criminalized and pharmaceutical psychoactive substances open to abuse in the 

referent of the term “drugs.”
2 Although my focus in this chapter is confined to drug addiction, the framework presented is potentially 

explanatory of behavioral addictions, despite the differences between them.
3 For a more detailed discussion of the nature of denial and its role in addiction see Pickard 2016 and 

Pickard and Ahmed 2016.
4 As an illustration, consider this self-report from a recovered addict: “Just as a person can feel loss of 

identity when they lose a long-standing job, or their children have grown and left home, it is also very 
common, I believe, to feel loss of identity when recovering from a drug-addicted lifestyle . . . I had 
established myself as a druggie. My friends and family knew me as such, and in a way I was proud of my 
varied life experiences and my street-smarts. I’d had an older boyfriend who had introduced me to the 
drug scene, and who I learnt a lot of drug-taking practices from. I took pride in the fact that I knew 
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more about drug taking than most my own age . . . At age 18 I already knew how to cook and filter dif-
ferent drugs for IV use, and how to prepare poppies to extract the opium, I knew dosages and strengths 
for illicit use of prescription meds, I knew all sorts about scoring and smoking dope and lots of quirky 
little tricks for increasing your buzz. . . . Seeing as I’d not done much else with myself over those forma-
tive years of early adulthood, I didn’t have a heck of a lot else going on with my sense of identity . . . 
I began to leave my drug identity behind, but felt like I didn’t have much else to equate myself with, 
there was a real void. . . . I felt not so much like I missed the druggie lifestyle, but that I was starting to 
lose my grip on who I was, and was finding it hard to function.” From www.stuff.co.nz/stuff-nation/
assignments/how-have-drugs-affected-your-life/9513619/Drugs-were-the-only-life-I-knew, quoted 
in McConnell (2016), who offers a discussion of self-narrative in addiction complementary to the 
analysis of self-identity presented here.
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2
DERIVING ADDICTION

An analysis based on three elementary  
features of making choices

Gene M. Heyman

Introduction

Individuals make choices according to quantifiable behavioral principles. Depending on  
specifiable conditions, these principles produce optimal outcomes, near optimal outcomes, or 
seriously sub-optimal outcomes, which involve compulsive-like, excessive levels of consump-
tion of a highly preferred substance or activity (Heyman 2009). In this chapter I focus on three 
elementary features of how people make choices. Although they are perfectly ordinary and are 
active in all decision making, they can result in drug binges, excessive drug use, and the pattern 
of remission and relapse that characterizes addiction. By analogy meteorology textbooks teach 
us that the physics that governs everyday weather is the same physics that foments typhoons. My 
analysis begins with a brief overview of the topic to be explained: addiction.

What is addiction like?

Clinicians and researchers rely on the Diagnostic and Statistical Manual of Mental Disorders (DSM) 
to distinguish drug addicts from drug users so that this manual provides a useful starting place 
for characterizing addiction. The authors of the 4th edition (APA 1994), which is the reference 
for much of the research cited in this chapter, state:

The essential feature of Substance Dependence is a cluster of cognitive, behavioral, 
and physiological symptoms indicating that the individual continues use of the sub-
stance despite significant substance-related problems. There is a pattern of repeated 
self-administration that usually results in tolerance, withdrawal, and compulsive 
drug-taking behavior.

p. 176

Following this passage, the DSM lists several clinically significant behavioral features of drug 
use: tolerance, withdrawal, using more drug than initially intended, failing to stop using after 
vowing to do so, and spending excessive amounts of time chasing, procuring, and consuming 
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drugs. If three or more of these symptoms are present in the previous twelve months then the 
drug user is considered “drug dependent.” However, the APA’s account of addiction leaves 
out essential information and is misleading if this information is not included. (There is a 5th 
edition of the DSM (APA 2013), but I believe that it will prove less useful as a research tool 
than earlier editions because it relaxes the criteria for distinguishing between drug users and 
drug addicts.)

Common properties of addictive drugs

The temporal profile of costs and benefits. The positive hedonic effects of drug use are virtually 
immediate, whereas the costs are delayed and probabilistic. For instance, many smokers do not 
get cancer, and the delay from the onset of smoking to smoking-related illnesses is measured in 
decades. In contrast, the rewarding pharmacological and sensory effects of smoking are immedi-
ate and certain, taking place in seconds.

Sites of action, dose levels, psychological implications. With the exception of alcohol, addic-
tive drugs bind to subcellular neuronal components that mediate neuronal communication. 
Consequently, they are highly potent; miniscule (milligram) doses produce dramatic changes in 
thought, feeling, and action. Nevertheless, the dose levels for self-administered drugs are sev-
eral orders of magnitude greater than their naturally occurring counterparts (e.g., Comer et al. 
2010; Dole 1980). This difference has important psychological implications. First, drugs are not 
satiating in the sense that food and drink are. This means that there are no naturally occurring 
self-inhibiting processes as in food consumption. Rather, the user has to judge whether he or 
she has taken enough drug. Second, addictive drugs can produce psychological effects that have 
no peer. For instance, a common theme in memoirs and interviews with addicts is that their 
drug highs are unlike anything else. Typical accounts of heroin include the following: “fill-
ing me up with a sensation I never felt before. . . . [i]t was the most intense nothingness there 
ever was. . . . There’s no right, no wrong. Everything’s beautiful.” Addictive drugs corner the 
market on intoxication.

The natural history of drug addiction

The consequences of drug use change over time. Initially, there is a “honeymoon” period in which 
few, if any, of the costs of getting high have had time to emerge. But, as drug use continues and 
becomes more frequent, the consequences begin to include direct negative effects, such as toler-
ance and withdrawal, and indirect, socially mediated penalties, such as criticism from friends and 
family, legal problems, financial problems, workplace problems, and the like. Over time, the 
negative effects accumulate and the positive effects weaken (e.g., tolerance) so that, eventually, 
there is a period in which drug users often claim they want to stop using but keep using anyway. 
This is often described as loss of control.

Day-to-day patterns of use. Regular drug use requires planning and subterfuge. Drugs are often 
hard to come by and, if illegal, purchases must be made with care, planning and duplicity. To a 
lesser extent, legal addictive drug use comes with the same challenges. Implicit in these observa-
tions is that even the heaviest users are not high all the time. Indeed, many addicts have regular 
or part-time jobs and families that they tend to (e.g., Courtwright et al. 1989; Hanson 1985). 
Thus, addicts are not without opportunities for non-intoxicated reflection on whether to con-
tinue using drugs (e.g., Toneatto et al. 1999).
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Filling in the gaps in the DSM account of addiction

This overview is based on observations and reflections on drug use in addicts (e.g., Biernacki 
1986; Waldorf et  al. 1991). Although the reports were not aimed at providing diagnoses, 
they are consistent with the APA account—with one exception: the word “compulsive.” 
However, the DSM authors (APA 1994: 178) go on to say that what they mean by “com-
pulsive” is that drug users take more drug than they initially intended or for longer than they 
intended and tried to cut back or quit but didn’t. However, taking more drugs than intended 
does not imply compulsion; it could mean that there were consumption-dependent changes 
in preference. For example, it would be surprising if preferences did not change while intoxi-
cated. More generally, all of the DSM’s examples of compulsion serve equally well as exam-
ples of ambivalence or changes in preference. Addictive drugs are uniquely attractive as well 
as uniquely perverse.

Three elementary features of choice

This next section identifies three elementary features of making choices. They are in play when-
ever anyone chooses between two or more substances or activities. Although they are perfectly 
ordinary, and usually lead to adaptive if not optimal outcomes, they can produce seriously 
suboptimal, pathological outcomes under certain conditions. Addictive drugs provide these 
conditions.

(1) Preferences are dynamic. The value of a substance or activity changes as a function of previous 
choices and/or the passage of time. In most instances the relationship is negative, as when 
eating reduces the value of food because of satiation. The positive instances are less com-
mon but familiar. Salty, sweet, and fatty foods whet appetite, at least at first, and activities 
that foster greater skill and knowledge grow in value as a function of practice.

(2) Individuals always choose the better option. This is true by definition. However, what is the 
best choice is ambiguous because there is usually more than one way to frame the options. 
As described below, and as is shown in Figures 2.1 and 2.2, it is possible for the best choice 
from a “local” perspective to be the worst choice from a “global” perspective.

(3) In a series of choices between two or more items, it is possible to aggregate the options in different 
ways, which, in turn, yield different choices. For instance, given a series of choices between  
two items, say, “A” and “B,” consumers may choose more of “B” if they frame their choices as  
a series of independent trials, but then choose more of “A” if they frame their choices as bun-
dles composed of different proportions of “A” and “B.” It is convenient to label individuals 
who frame their choices as independent trials “local bookkeepers” and to label individuals who  
frame their choices as bundles “global bookkeepers.”

Figures 2.1 and 2.2 are based on these three principles. They mimic graphs that researchers use 
to illustrate quantitative models of the relationship between reward and choice in laboratory 
studies of choice (e.g., Herrnstein et al. 1993). In the lab, the equations accurately predict the 
relationship between choice and reward rates. However, as models of addiction they are neces-
sarily highly schematic simplifications that leave much out. Nevertheless, Figures 2.1 and 2.2 
predict the essentials of addiction as well as some of the details that distinguish addiction from 
other psychiatric disorders.
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Figure 2.1  Choice for drug and non-drug days. In a highly schematic way the graph mimics the DSM’s 
account of addiction.

On the x-axis of the left and right panels of Figure 2.1 is the number of choices for the drug 
out of the most recent 30 choices. The y-axis in the left-side panel represents the value of each 
item at the moment of choice. For instance, if 15 of the just previous 30 choices are for the drug 
then the current values of the drug and non-drug are “9” and “6” (arbitrary units). The y-axis 
for the global bookkeeper (right-side panel) lists the value of every possible combination of 30 
drug and non-drug days. For instance, the global bookkeeper asks “what is the best combina-
tion of the two items: 15 drug days and 15 non-drug days or maybe 10 drug days and 20 non-
drug days?” Put another way, global bookkeepers frame their options as rates of consumption, 
just as someone might choose between two or more weekly meal plans composed of different 
proportions of meats, vegetables, salads, and soups, or someone might choose between two or 
more schedules of going to the gym, working in the garden, spending time in service activities, 
shopping, cooking, etc. According to this analysis, a key component of how individuals make 
choices is how they frame them.

Binging on drugs, remission, and relapse as shifts in how choices are framed

According to the DSM, addicts are compulsive drug users, e.g., binge on drugs, take more drugs 
than initially intended, quit using but then relapse. Figures 2.1 and 2.2 illustrate these patterns, 
although the underlying principles are the general properties of all choices, not compulsion. 
Consider Figure 2.1 first.

The negative slope for the drug represents its decline in value due to tolerance. The nega-
tive slope for the non-drugs represents the toxic effects of drugs on other aspects of life, e.g., 
drug-related problems at home, in the neighborhood, and at work (what the DSM refers to as 
“significant substance-related problems”). Since by definition individuals always choose what 
is best, the local bookkeeper keeps choosing the drug over the non-drug even though this is 
making everything worse. The result is an all-out binge, and, according to the right-side panel, 
the lowest possible combination of drug and non-drugs days.

Now, imagine a dramatic change in circumstances that turns the local bookkeeper into a 
global bookkeeper. For instance, a common theme in the ethnographic literature is an event 
that precipitates taking stock of one’s life. The examples are witnessing an overdose or the 
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Figure 2.2  The relationship between choice and changes in value for a behaviorally toxic activity (e.g., drug 
taking, the top panel) and non-toxic but highly valued activity (bottom panel). The differences 
provide clues as to why certain substances are addictive and why they are usually drugs.

Source: the author.

realization that drugs have become more important than family (e.g., Biernacki 1986; Jorquez 
1983; Premack 1970; Waldorf et al. 1991). According to the value functions in Figure 2.1, the 
best bundle contains exactly zero drug days, thereby bringing a halt to drug use. In other words, 
Figure 2.1 provides a schematic account of “hitting rock bottom” motivated recoveries. But, 
of course, events can also invite local bookkeeping. According to the same sources that provide 
first-hand accounts of remission, there is a pattern to the events that trigger relapse. They are 
“special occasions” and so-called “one last times.” For instance, running into an old drug buddy, 
a recent setback, or, perhaps, just the opposite, a recent success, can trigger the myopic “today is 
an exception” and a return to heavy drug use. (See below for further discussion of the psychol-
ogy of “special occasions.”) Thus, depending on the frame of reference, simple choice principles 
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predict either an all-out binge or abstinence, as well as some of the language that accompanies 
them. Also notice that the graph illustrates the AA saying that “for an alcoholic, one drink is too 
many and a thousand are not enough.”

In the top panel of Figure 2.2, local bookkeeping also leads to binging on the higher valued 
activity. However, the comparison with the value functions of the lower panel provides clues 
as to why most highly valued activities are not addictive. Figure 2.2 also helps make the point 
that the conflicting predictions of local and global bookkeeping are not restricted to the highly 
simplified value functions of Figure 2.1.

What makes a substance or activity addictive?

The three principles that generated drug binging in Figure 2.1 and in the top panel of Figure 
2.2 say nothing about drugs. But of the many activities and substances that people find highly 
rewarding, relatively few are the focus of addictions, and of those few, most—or all—are drugs. 
These two observations invite two questions: what makes something addictive and why are 
drugs the most likely addictive substances? Figures 2.1 and 2.2 suggest two answers. First, 
the comparison of the top and bottom panels of Figure 2.2 says that substances and activities 
that undermine the value of the competing choices are more likely to become addictive. For 
instance, preference for the high valued activity in the bottom panel of Figure 2.2 does not lead 
to binging because the non-drug activity maintains its value. Indeed, as is typically the case for 
conventional rewarding activities, the value functions in the bottom panel of Figure 2.2 follow 
the rule of diminishing marginal returns. As shown in the top panel, addictive drug consump-
tion leads to violations of this rule for the competing goods. Second, regardless of how toxic 
a substance and activity might be, Figures 2.1 and 2.2 say that global bookkeeping will pre-
vent addiction. Thus, substances that undermine or challenge cognitive capacities necessary for 
global bookkeeping are likely candidates for addiction. Drugs do this in three ways. Intoxication 
undermines judgement; the combination of immediate rewards and greatly delayed costs that 
are typical of addictive drugs make estimating the drug’s net value difficult; and that drugs do 
not satiate robs the user of simple cues as to how much is enough. Hence drugs end up as the 
most likely candidates for supporting addictive behavior.

Addictive drugs may also induce residual cognitive deficits that interfere with global book-
keeping. Given their potent intoxicating effects, this is highly plausible. However, the evidence 
on this question is inconsistent (Heyman 2009; Toomey et al. 2003). For instance, Figure 2.3, 
presented below, suggests that if there are serious drug-induced cognitive deficits, they do not 
appear to prevent most addicts from remitting.

Local and global bookkeeping provide guides to the unique vocabulary  
of addiction

The terms “hitting rock bottom,” kicking the habit,” “going cold turkey” are specific to addic-
tion. No one goes “cold turkey” from depression or diabetes. There are also addiction-specific 
excuses, as intimated above. A theory of addiction should be able to predict the unique features 
of addiction.

Relapse and other forms of backsliding are often precipitated by the verbal formulas “this is 
a special occasion,” or “this is the last time,” or “tomorrow I turn over a new leaf.” According 
to Figures 2.1 and 2.2, these are perfect excuses. On the last choice in a series of choices, the 
conflicting dictates of local and global choice disappear. The global perspective requires future 
choices whose values are affected by the present choice. When it is the last of a series of choices, 
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the only possible framework is the present, which is to say the local perspective. If drug use 
makes the “last” few moments the best possible last few moments, there is no reason to abstain. 
Of course, it may turn out that there are more “last” times and more “new leafs” to turn.

Idioms emerge “spontaneously” as a function of experience. The idioms “kicking the habit” 
and “going cold turkey” refer to the fact that heroin addicts sometimes quit drugs all at once 
and on their own. Figures 2.1 and 2.2 provide mechanisms for such sudden shifts in symptoms. 
These idioms are now common parlance for all drug addictions but have not become part of the 
conversation in regard to other psychiatric disorders. This suggests that local and global book-
keeping, although part and parcel of all decision making, play more of a role in addiction than in 
other psychiatric disorders. In any case, the graphs help explain drug binging, remission, relapse, 
and the psychology and conversation that accompanies these fundamental features of addiction.

What is the evidence for the role of local and global bookkeeping  
in making choices?

Local and global bookkeeping are well represented in experiments on choice, in economic 
analyses of consumer choice, and every-day observations. Consider local bookkeeping first.

The equilibrium points in the local bookkeeping panels of Figures 2.1 and 2.2 are identical 
to experimental psychology’s “matching law” equilibrium points (Herrnstein 1970). This result, 
as the label “matching law” suggests, has been observed in hundreds of experiments, conducted 
both in and outside of laboratory settings (Davison and McCarthy 1988). In experiments with 
infra-human subjects, matching is the expected result, despite reliably producing substantially 
suboptimal returns under some conditions (e.g., those shown in Figure 2.1). However, in a 
choice experiment with pigeons in which the experimenters introduced stimuli that explicitly 
signaled global bookkeeping reward bundles, the pigeons deviated from matching as predicted 
by global bookkeeping thereby increasing reward rate (Heyman and Tanz 1995)—a result that 
underscores the cognitive dimensions of local and global bookkeeping.

In experiments with human subjects the results vary. In many studies the subjects routinely 
match choice and reward proportions as in the animal research, whereas, in others, some sub-
jects make choices that approximate the maximizing global bookkeeping predictions (Davison 
and McCarthy 1988; Herrnstein et al. 1993). These differences may reflect individual difference 
in the capacity to detect higher-order relations in the structure of the reward contingencies. 
For example, in a study in which the choice trials occurred every ten seconds or occurred in 
a pattern of three closely bunched trials separated by 30 second gaps, choices shifted from the 
pattern predicted by local bookkeeping towards the pattern predicted by global bookkeeping 
(Kudadjie-Gyamfi and Rachlin 1996). In other words, when the researchers introduced a cue 
that highlighted the ways in which the apparently competing choices could be treated as bun-
dles, the subjects switched to the more profitable bundle approach.

Global bookkeeping is how economists depict consumer choice. For example, in a widely used 
text that has gone through at least 13 editions, Baumol and Blinder (1994) whimsically provide 
the example of consumers choosing between the best combinations of packs of rubber bands and 
pounds of cheese, e.g., “do I prefer two packs of rubber bands and three pounds of cheese or 
three packs of rubber bands and two pounds of cheese?” Although professors Baumol and Blinder 
may be alone when it comes to aggregates of rubber bands and cheese, people routinely aggregate 
their options. Competing bundles are what is at stake when we decide between different menus 
that each list different diets, when we decide between different schedules that each list different 
arrangements of a set of events, and even when we decide among different lifestyles and identities. 
For instance, a workaholic is someone who does not schedule in leisure time, and a “wild and 
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crazy guy” is someone who does not schedule. One implication of these observations is that life 
styles and prudential rules (e.g., “dessert comes after the main dish,” “don’t drink before noon”) 
are a culture’s way of signaling the advantages of bundling choices, just as researchers arrange stim-
uli that encourage choice bundling when they want to teach their subjects to maximize reward.

In summary, the research suggests that local bookkeeping prevails to the extent that the 
items and activities in question are perceived in terms of their “natural” perceptual differences, 
whereas conditions that promote the capacity to form more abstract option categories, com-
posed of combinations of the substances and activities, promote global bookkeeping.

Voluntary drug use predicts that addiction is a limited disorder

Voluntary actions and involuntary activities differ in the degree to which they are maintained by their 
consequences. Examples include winks versus blinks, kicking a ball versus the patellar reflex, putting 
on rouge versus blushing, and so on. Elsewhere the importance of these contrasts has been discussed 
at some length (e.g., Heyman 2009). For the purposes of the next prediction, it is sufficient to point 
out that if voluntary behavior is guided by its consequences then it should be self-correcting, granted 
that (1) the consequences are deleterious and (2) there is a better alternative at hand. Applying this 
rule to addiction, the implications are that (1) addiction should not occur or (2), if it does occur, it 
should not persist for long (assuming better alternatives are available), and (3) addicts should be able 
to turn away from drugs on their own without the benefits of interventions.

The logic is correct but it leaves out the natural history of addiction. As described above, 
there is an initial honeymoon period in which drug use is, on balance, beneficial, followed by 
a period in which the costs and benefits may more or less balance each other out. Nevertheless, 
if addiction is a disorder and addicts really do remain voluntary drug users, as assumed in the 
discussion of Figures 2.1 and 2.2, dependence must voluntarily come to an end. In contrast, 
among many experts and the informed public, addiction is widely understood to be a chronic 
relapsing disease and that only treatment can help addicts stay clean.

Do most addicts quit using drugs as predicted by the claim that they  
remain voluntary drug users?

Figure 2.3 shows the cumulative frequency of remission as a function of the onset of depend-
ence in a nation-wide representative sample of addicts (Lopez-Quintero et  al. 2011). The 
researchers recruited approximately 42,000 individuals, with the goal that their sample would 
mimic the demographic characteristics of individuals between the ages of 18 and 64 living in 
the US. Once enrolled, the participants were interviewed according to a questionnaire designed 
to produce an APA diagnosis, when so warranted. On the x-axis is the amount of time since 
the onset of dependence. On the y-axis is the proportion of individuals who, according to the 
interviews, met the criteria for dependence for a year or more in the past, but did not meet 
these same criteria in the year prior to the interview or longer. The fitted curves are negative 
exponentials. They were drawn according to the assumption that each year a constant propor-
tion of those still addicted remitted independently of how long they had been using drugs.

The cumulative frequency of remission increased each year for each drug, and the good fit of 
the equations to the frequencies of quitting says that addicts did so at a constant rate, regardless of 
time since the onset of dependence. By year 4, half of those who were ever addicted to cocaine had 
stopped using cocaine at clinically significant levels; the half-life of dependence on marijuana was six 
years; and for alcohol, the half-life of dependence was considerably longer, sixteen years. Taking into 
consideration typical onset ages for addiction (Kessler et al. 2005a), the results say that most of those 
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Figure 2.3  The cumulative frequency of remission as a function of time since the onset of dependence, 
based on Lopez-Quintero et al.’s report (2011). The proportion of addicts who quit each 
year was approximately constant. The smooth curves are based on the negative exponential 
equations listed in the figure.

Source: the author.

who became addicted to an illicit drug were “ex-addicts” by age thirty. Of course, many may have 
switched drugs rather than quit drugs, but other considerations indicate that this does not explain 
the trends displayed in Figure 2.3. For example, dependence on all drugs decreased as a function of 
age, which would not have been possible if addicts switched drugs rather than quit drugs. However, 
it is possible that one of the reasons that dependence on alcohol persisted so much longer than did 
cocaine and marijuana addiction is that a significant number of drug addicts continued to drink after 
stopping illicit drug use. Nevertheless, most alcoholics eventually became ex-alcoholics.

How did addicts quit?

The idea that voluntary behavior is self-correcting predicts that addicts can quit without the assis-
tance of explicit clinical interventions. As predicted, researchers invariably report that most addicts 
do not seek treatment (e.g., Anthony and Helzer 1991; Robins 1993; Stinson et al. 2005). But 
there must be reasons for dependence ending. In the absence of clinical interventions, it is reason-
able to suppose that the motivation was in response to the events of everyday life, such as economic 
issues, family pressures, concerns about staying out of jail, concerns about health, and the difficulties 
that attend any illegal and/or stigmatized pattern of behavior. In support of this inference, when 
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addicts talk about why they quit drugs they point to the sort of necessities of life just listed. In addi-
tion, accounts of quitting drugs often include moral concerns. With some frequency, ex-addicts 
explain that they wanted to regain the respect of family members, to better meet their image of 
how a parent should behave, and to better approximate their image of a person who is competent 
and in control of their life (e.g., Biernacki 1986; Jorquez 1983; Premack 1970; Waldorf et al. 1991).

The logic of voluntary behavior predicts that dependence is a limited disorder and that it can 
end without the benefits of interventions. Figure 2.3 and the finding that most addicts were not 
in treatment support these two predictions. However, it is not unreasonable to question the reli-
ability of the results summarized by Figure 2.3 given that they disagree so with received under-
standings of the nature of addiction. This issue has been discussed in detail in previous publications  
(e.g., Heyman 2013). Some of the key findings are that (1) the results in Figure 2.3 are not new, 
but replicate the findings of the three previous US surveys of psychiatric disorders (Anthony and 
Helzer 1991; Kessler et al. 2005b; Warner et al. 1995). (2) Unreliable self-reports cannot explain the 
high remission rates. And (3) missing addicts due to mortality or unwillingness to cooperate with 
the researchers also cannot explain Figure 2.3. The good fit of the exponential model also deserves 
attention. It says that the likelihood of quitting was constant regardless of how long dependence 
had persisted. This is a surprising result, but one that has been reported elsewhere (Vaillant 1973). 
See Heyman 2013 for further discussion of this finding and Cantin et al. 2010 for analogous results.

Before concluding, it should also be pointed out that unassisted quitting is not an argument 
against helping addicts quit drugs. It is routine and sensible to use coaches and teachers to help 
facilitate mastery of difficult voluntary activities. Similarly, there are proven programs for accel-
erating the rate at which addicts quit using drugs (Davis et al. 2016). Given the great damage that 
addiction causes, effective treatment programs should be strongly supported.

Conclusion

Figures 2.1, 2.2, and 2.3 strongly support the idea that how individuals frame their options 
plays an important role in their welfare, the welfare of their family and the welfare of their 
community. Yet, the experiential and biological determinants of local and global bookkeeping 
remain largely unexplored. What is needed is a program of research that focuses on the factors 
that encourage global bookkeeping. The results may not only help us understand addiction bet-
ter but also help us understand better the too familiar, often disastrous, shortcomings of human 
decision making in general.
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3
THE PICOECONOMICS OF 

ADDICTION
George Ainslie

The core paradox of addiction is a persistent tendency of the addict to choose what she believes 
she doesn’t want. Addiction is sometimes characterized by other attributes, such as dependence 
on a substance, withdrawal (sickness on quitting), a preoccupation that squeezes out “normal” 
activities, or tolerance (a progressive insensitivity to the relevant reward), but none of the first 
three is necessary for the core paradox (witness gambling, cocaine dependence, and smoking, 
respectively), and the last is not specific: There is probably no rewarding activity that does not 
habituate with repetition. Activities with one or more of the other attributes may properly 
be called addictions, of course—dependency without awareness, or even “willing addictions” 
despite a knowledge of negative consequences (Flanagan 2016; Pickard & Ahmed 2016); but 
these do not entail the puzzling feature of choosing what one consciously doesn’t want. The 
nub of the problem is this apparent paradox of choice. For centuries it has remained a scientific 
puzzle and a moral/legal quandary. The problem has become more urgent for two reasons: not, 
perhaps, because the human susceptibility to addiction has increased, but because (1) it endures 
while other causes of premature death and disability have dropped away, and (2) human craft 
has developed addictive activities faster than it has developed protections against them. There 
was a great acceleration when the growth of trade permitted worldwide sharing of opium, coca, 
tobacco and other natural substances, another when new techniques extracted or synthesized 
concentrated ingredients from them (Crocq 2007), and, arguably, a current expansion into fast-
paying interactive patterns that do not depend on substances—video games, internet gambling, 
internet porn, and absorption in the internet itself.

What explains the paradox of unwanted behavior? Theorists have long been drawn to 
the answer that thinking is divided into two kinds, a far-seeing process that plans consist-
ently over time and a myopic process left over from our evolutionary roots. Modern authors 
discern “visceral,” “hot,” or “type 1” thinking (Loewenstein 1996; Metcalf & Mischel 1999; 
Kahneman 2011, respectively) impinging on a deliberate, rational process (type 2, etc.), and 
have reported separate areas in the brain that might govern them (Luerssen et al. 2015; 
McClure et al. 2004). The implication is that we have a steady, rational self that is occasionally 
attacked by an evolutionarily primitive process, which pressures us to choose costly short-
term options before returning us to our rational state. But, although there are clearly divisions 
of labor in the brain, this is not an adequate explanation.
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Such dualism is intuitively appealing, but it has limitations. For instance, there is sometimes 
an urge that is impulsive with respect to another impulsive urge, e.g. laziness in executing a plan 
that is itself short-sighted (see Ainslie 2009). There are also familiar instances where we give in 
to short-sighted goals that do not arouse visceral or hot thinking, such as simple procrastination. 
Sometimes the short-sighted goal is too distant to be based on arousal, as when we knowingly 
save too little for retirement over months or years. Furthermore, the oft-reported individuals 
who prefer a hypothetical $50 now to $100 in three years, but do not prefer $50 in six years 
to $100 in nine years, meet the definition of myopia but are unlikely to have been emotion-
ally aroused by the immediate option—as demonstrated by the persistence of the pattern when 
a month is added to both earlier and later delivery times (Green et al. 2005). Appetites and 
emotions are certainly arousable, and increase the reward value of their objects when aroused; 
but many short-term preferences cannot be attributed to such arousal. There is evidence that 
a more general mechanism promotes addictive behavior, and that this behavior may be more 
widespread than is usually recognized.

A marketplace model of addiction

We are just beginning to learn how brain activity corresponds to the judgments involved in 
self-control, but two striking findings may help us frame the problem: (1) When human sub-
jects face the prospect of getting real money after delays of days to weeks, the activity in their 
reward-sensitive regions is the inverse of the delays (Kable & Glimcher 2007), thus confirming 
the inverse relationship of value and delay found in many behavioral experiments. (2) There are 
many anatomical and functional connections in the brain that are associated with choice-making 
(Haber & Knutson 2010), but they do not converge on any region that is likely to house the 
faculty of “self,” as philosophers from Descartes to Fodor have imagined it. Choice seems to be 
governed by a bidding process among any options that can replace each other, based on a com-
mon currency that is best called reward—a marketplace, not a homunculus. As Daniel Dennett 
has said, “all the work done by the imaginary homunculus in the Cartesian Theater must be 
distributed in time and space in the brain” (2003, p. 123—his emphasis).

(1) Psychophysical experiments have long found that changes in sensations such as bright-
ness, loudness, and heat are proportional to the change in the strength and/or proximity 
of the physical stimulus. Over the last forty years experiments have surprisingly found that 
the same phenomenon occurs with delay to expected rewards (Green & Myerson 2004). 
Surprisingly because, although value has been known since Socrates to be discounted for 
delay, the form of the discounting has been assumed not to result in changes of preference 
over time. That is, if you preferred a larger, later (LL) reward to a smaller, sooner (SS) one 
when both were distant, you were assumed to prefer it when both were close, if the lag 
between them stayed the same and you learned no new information. The only formula 
that permits this constant relative preference is the one that banks use for interest, widely 
accepted after the economist Samuelson rather belatedly drew it (1937):

present value = value if immediate x discount rate delay

The surprise is that, in contrast to the bankers’ exponential formula, both humans and other 
animals tend to value delayed rewards in inverse proportion to that delay, in accordance 
with their perception of other kinds of stimuli, but not rationally for future planning.
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present value
value if immediate
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Such hyperbolic delay discounting often leads to preference for an LL reward when a pair are 
distant, but an SS reward when they are close, as in the $50 vs $100 example above. People 
usually learn to discount the future like banks when dealing with banks or with another 
smart dealer, because otherwise the dealer will money pump them—buy their winter coat 
cheap in the spring and sell it back to them higher in the fall, again and again until they 
learn consistent valuation. But much human folly suggests that this learning is tenuous; and 
the presence of hyperbolic delay discounting even in rats and pigeons (albeit over periods of 
seconds—Ainslie & Monterosso 2003; Ainslie & Herrnstein 1981) shows that this pattern 
dates back to the evolutionary origin of psychophysical laws, probably too fundamental a 
part of animal design to have been selected out to facilitate human planning. Exponential 
discounting never becomes a basic process, but depends on learned self-control.

(2) Whether there are one or two or ten brain centers that take part in the decision process, 
there must be a mechanism—a reward process—by which any option that you can learn 
to substitute for any other option is weighed, one against the other (Shizgal & Conover 
1996; Levy & Glimcher 2012). Still more fundamentally, “you” comprise the substitution 
process, rather than an entity that stands outside of it and supervises it from above.

Implications of hyperbolic delay discounting

If choice is entirely governed by the marketplace of reward, we might expect it to be the simple 
matter of calculation, the way utilitarians have long imagined. But the finding of hyperbolic 
delay discounting literally throws a curve into this picture. If you expect to change your prefer-
ence away from an LL reward before you get to it, any plan for it must include a way to forestall 
this change—by modifying the expected SS or LL values or making the change impossible. The 
ordinary process of learning paths to reward produces interests—the sets of paths that lead to and 
are rewarded by particular alternatives. This is a trivial concept except to the extent that one 
interest has incentive to undermine another, for instance a long-term interest in staying sober 
that must deal strategically with a short-term interest in getting drunk. On a different time scale, 
someone with post-traumatic stress disorder (PTSD) has a mid- to long-term interest in avoid-
ing intrusive memories, and a very short-term interest in rehearsing them.1 Short-term interests 
are based on the power of rewards that are close; interests based on more distant rewards have 
the opportunity to act earlier, but must forestall the short-term interests before they become 
stronger. Neither interest will simply prevail as long as each has a prospect of succeeding, a 
situation that is apt to endure because hyperbolic discount curves give each interest a period of 
dominance (see the right-hand pair of Figure 3.1). Thus a marketplace model with hyperbolic 
delay discounting does result in dualisms of a sort, but not between different kinds of motiva-
tion. Any alternative rewards that are available at different delays are apt to become the bases 
of long- and short-term interests, whether one, both, or neither evoke “type 1 thinking,” and 
over timelines ranging from split seconds to years. Furthermore, the long-range interest in 
one dualism can be the short-range interest in another: A shoplifter in action needs to avoid 
distractions—short-term interests with respect to her plan—but a still longer-term interest is to 
forestall the shorter-term interest in shoplifting itself (Ainslie 2009).
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The first lesson to be drawn from hyperbolic delay discounting is that a pattern of 
temporary preferences and regrets is not an unusual process imposed on a person by some 
pathological factor. Rather this is the normal baseline of motivation written over time. We 
naturally overvalue the imminent future, and learn the ability to maintain long-term plans 
only gradually and imperfectly. Everyone struggles with bad habits. If addiction is defined 
with a low threshold, half the people in America are addicted to something (Sussman et al. 
2011). Those of us who have avoided the named addictive diagnoses are nevertheless apt 
to suffer from habitual overvaluation of the present moment, as in chronic procrastination, 
overuse of credit, or unrealistic future time commitment. So the problem for the science 
of addiction is not an addict’s susceptibility to temptation, but why she fails to use her cul-
ture’s shared knowledge to counteract it in specific areas over part of her life—and then, 
usually, succeeds again. (Most substance addicts eventually recover without treatment— 
Heyman 2009.)

The next lesson is that the mechanisms often proposed for addictions all depend on motiva-
tion (Ainslie 2016). Here I describe the three prominent proposals for which hyperbolic dis-
counting has the greatest implications.

Three explanations for addiction re-interpreted

1. Weak will

A universal tendency to form temporary preferences makes commitment necessary for consist-
ent behavior. Acting in one’s long-term interest, there are simple ways to forestall temptations: 
Keep your attention away from them so they do not enter the marketplace, abandon the rel-
evant appetite or emotion before it gets too strong, or find external influences (for instance 
Alcoholics Anonymous) or commitments (for instance disulfiram=Antabuse). But all of these 
have serious drawbacks: Attention is hard to divert for long; appetites and emotions are reward-
ing in their own right; other people have their own agendas, and neither they nor physical 
commitments may be available when you need them.

The tendency of hyperbolic curves to level out at long delays permits a more sophisticated 
strategy: The influence of the LL rewards (height of their curves) grows faster than that of the SS 
rewards when a series of choices is summed, so an arrangement to make a whole series of SS/LL 
choices at once favors the LL options (Figure 3.1; details in Ainslie 2005). Such an arrangement is 
apt to form spontaneously in anyone who notices that her current SS/LL choice predicts how she 
will make similar choices in the future: Then her expectation of getting LL outcomes in the set of 
similar choices will be somewhat determined by her current choice. This perception is apt in turn 
to become a factor in making the current choice, and each subsequent choice that looks similar. 
Each LL choice increases, or preserves, her expectation of getting the whole series—or bundle—
of LL rewards, and each SS choice decreases this expectation, a process of recursive self-prediction.

The stake of LL reward may be aggregated from the evident consequences of each 
choice, as in binges with hangovers, or the stake may be a more distant anticipated condi-
tion such as good health or adequate savings. The necessary element for the self-prediction 
process is that the person’s expectation of getting a category of LL reward as a whole is 
put at stake when each opportunity within a definable set of SS rewards occurs. This self-
prediction process is recursive, in that each estimate of future self-control is fed back into 
the estimating process.
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Figure 3.1  Summed, hyperbolically discounted values of three expected SS rewards versus three 
expected LL rewards (vertical bars), if chosen as bundles: The LL bundle will be preferred at 
all choice points in advance of the first pair. If the choice were only between the last pair, 
the SS option would be preferred when it was nearly due.

Once someone has noticed this phenomenon she is apt to propose bundles deliberately: 
resolutions, or diets, or tests of character. In effect she is defining a game resembling a repeated 
prisoner’s dilemma, intertemporal bargaining with her expected future selves, stabilized by self-
enforcing contracts in which single defections (SS choices) have more impact than single coop-
erations (LL choices—modeled in Monterosso et al. 2002). The reason the dieter doesn’t eat 
the single chocolate éclair is not that it will cause a noticeable gain in weight, but that it will 
damage the credibility of her diet. The struggle between impulse and control now turns not so 
much on how close she gets to a temptation—although this remains a factor—but on whether 
she expects a later self to see her current choice as a defection and thus have less reason in turn 
not to defect. Her self-prediction has become the basis of personal rules. The bundling tactic has 
the greatest impact when a person sees the stake as her belief about her character—whether she 
is “the kind of person who” abuses her children, is the slave of an addiction, or has a disgusting 
paraphilia. The game theory of such high-stake “self-signaling” was formally worked out by 
Ronit Bodner and Drazen Prelec (2003).

Intertemporal bargaining forms willpower—a weapon against addictions—but also raises the 
stakes of choice in ways that can strengthen an addiction:

“Loss of control.” A person may have recruited great differential motivation in an important 
set of choices, so a single defection can cause a spectacular collapse—the “abstinence viola-
tion effect” (Curry et al. 1987). Then, to save her expectation of controlling herself gener-
ally, she will be strongly motivated to find a line excluding the kind of choice where her 
will failed from her larger rule. This means attributing the lapse to a particular aspect of that 
situation, even though it will make self-control more difficult when that aspect is present 
in the future. She may decide that she can’t resist the urge to eat jelly donuts, or to smoke 
after meals, or accept cocaine when offered by a friend—or resist that particular modality 
of temptation at all. The result is a circumscribed area of dyscontrol.
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Cognitive blocks. Since personal rules organize great amounts of motivation, they create an 
incentive to suborn the self-perception process. The potential damage from lapses creates 
an incentive not to see them, giving rise to a motivated unconscious: suppression, repres-
sion, denial.

Compulsiveness. Choices may become more important as test cases than for their own sakes, 
making it hard to live in the here-and-now. Awareness that damaging a personal rule may 
threaten to de-stabilize a larger network of intertemporal bargains may lead to an unwill-
ingness risk modifying the rule.2

Thus intertemporal bargaining stabilizes not only long-term plans but also ways around them. It 
lays down a history of choices that have turned out either well or badly, leading to modifications 
in your personal rules. The logic is the same as for how court decisions over time lay down the 
English and American common laws. Most psychological therapies aim at unpicking the tangle 
of overgrown resolutions and lapses that individuals have developed in their various attempts at 
rule-making: “cognitive maps” (Gestalt), “conditions of worth” (client-centered), “musturba-
tion” [sic] (rational-emotive), “overgeneralization” (cognitive behavioral), and of course the 
punitive superego (summarized in Corsini & Wedding 2011). Unfortunately, these therapies 
have not had a good record against addictions.

Short-term interests based on addictions are aggressive bargainers by definition. They may 
make it necessary to cut the Gordian knot of intertemporal bargains and focus concretely on 
a single target. The Anonymous organizations’ concept of helplessness should be understood 
not as a negation of reward bundling, but as a warning against the compromises that ordinary 
self-control invites (see Monterosso & Ainslie 2007, p. S107). How to maximize the effect of a 
bundle of LL choices while leaving open the idea of recovery from a possible abstinence viola-
tion effect is a conundrum for all addiction therapists—logically, anticipating the latter weakens 
the former. For rebuilding trust AA cautiously adopts the insight of some religions in invoking 
the influence of a “higher power,” which cannot be presumed upon to grant grace and thus 
remains credible after failures (see the Saint X effect in Ainslie 2001, pp. 107–108).

2. Habit

The persistence of addictions despite deteriorating reward has suggested the relevance of behav-
ioral experiments on habit—the persistence of a choice after it is no longer rewarded. Some 
kinds of brain lesions make rats unable to change overlearned responses when reward contin-
gencies change (Everitt & Robbins 2013). Addiction to stimulants in particular has been accom-
panied by suggestive changes in human brain activity. However, although addicts have been 
observed in laboratory choice-making tasks to respond less well than nonaddicts to changed 
information, this difference has usually been moderate, as it has been even in patients with gross 
brain lesions (Fellows & Farah 2005). Furthermore, overlearning is of questionable relevance to 
choices about whether or not to consume substances; addictive “habits” have very little to do 
with mindless repetition, but on the contrary require a high degree of flexible, goal-directed 
behavior to evade a hostile society.

In addition to the tangle of personal rules just described, hyperbolic discounting predicts a 
simple mechanism for apparent habit. Devalued addictive reward does not lose its power evenly 
over a consumption episode; initial phases stay rewarding, at least relative to the alternatives 
still available, but no longer last as long. Given its reduced average value the consumption may 
look like robotic repetition, while hyperbolic overvaluation of the near future keeps it the 
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dominant choice. A recurring urge followed by disappointment has the time pattern of an itch, 
but the path of least resistance is still to scratch the itch—light another cigarette, eat another 
snack—rather than tax a depleted willpower fighting recurrent urges. The activity is still based 
on reward (see Ainslie, 2017a).

3. Ignorance of the true contingencies

Motivational science has necessarily studied the control of behavior by external rewards, and so 
has not permitted explanations that do without such rewards. Addiction was long assumed to 
arise from the action of a drug. The obvious exception of gambling addiction was attributed to 
delusions about how the laws of probability govern the ostensibly rational goal of getting money. 
However, the power of internet-assisted and video gaming makes it hard not to notice how bets 
become rewarding in their own right—without promising to deliver anything but outcomes per 
se. The importance that people attach to purely symbolic prizes is familiar, of course, but a moti-
vational model in which learned (“secondary”) rewards must predict some innately rewarding 
(“primary”) event has seemed necessary, as has the location of that event beyond the subject’s 
control (Baum 2005, pp. 277–286). However, such a mechanism does not credibly deal with 
the problem of activities that we do not expect to lead to an ultimate product. This is a topic 
where the problem of addiction reveals the need to greatly broaden the conventional theory 
of reward, with implications for many non-addictive activities as well. Mathematical modelers 
have begun to explore the notion that reward can be generated internally, but they still assume 
that such rewards come from innately programmed outcomes, “hard-wired from the start of the 
agent’s life” (Singh et al. 2010, p. 73).

The theoretical problem has been that coining your own reward might be expected to pro-
duce short circuits in which people reward themselves autistically—indeed this is literally seen 
in the stereotyped behaviors of severe autism and, at a higher level, in the preoccupations of 
fantasy-prone personalities (Rhue & Lynn 1987). However, the ability to reward oneself at will 
is familiar enough. With a physical reward like food, availability at will makes its effect depend on 
appetite. Appetite builds potential payoffs disproportionately to their delays, so although hyper-
bolic discount curves create urges to harvest reward as soon as possible, your long-term interest 
is to cultivate the appetite—to “work it up,” or make a personal rule not to eat between meals. 
The same principle is true of self-generated reward. Fiction, games, even daydreams require an 
appetite factor such as suspense or curiosity to be satisfying. You can harvest this appetite, as it 
were, at will—look ahead to the end, cheat at solitaire. But the earlier you harvest the appetite, 
the less well it pays. Appetite builds as a function of time, and is accelerated by challenges as in 
thrill-seeking, gambling, or video games. The combination of challenge and rapid success might 
make any behavior addicting, as Foddy has pointed out (2016). Just assuming, for illustration, that 
appetite builds linearly and is consumed linearly over time, the hyperbolically discounted values 
simply of unobstructed versus obstructed consumption patterns can take the familiar SS/LL form 
(Figure 3.2). In this example, the obstructed pattern is worth waiting for from the perspective of 
distance, but requires commitment if it is to stay chosen when the unobstructed pattern becomes 
imminently available.

Where the harvesting depends on physical objects such as books or cards, personal rules 
about it are easy to enforce. Where the harvesting is entirely mental, ways to pace it are more 
conjectural. Rules for such harvesting necessarily begin in discerning criteria—occasions—for 
payoffs that are either external or hard to create. Adoption of such criteria might best be called 
betting: on occasions in a book or card game, on whether a sports team will win on TV, or on 
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“Market level”

APPETITE

TIME

VA
LU

E

Figure 3.2  Comparison of two consumption patterns of the same expected reward, as determined by 
the appetite for it (stippled areas) and chosen when the hyperbolically discounted values of 
these areas reach market level: earlier consumption beginning at the moment of choice (solid 
arrow) versus consumption available later and obstructed by an obligatory delay (bracket 
from the clear arrow).

whether you can master a task—which can be a mental task, as long as benchmarks for master-
ing it are clear. The personal rule is to maintain the appetite until the occasions occur, instead of 
redefining the occasions, or withdrawing your attention to alternative bets or to the expectation 
of physical rewards. A mental action that spoils a bet is less conspicuous than turning a page or 
card. If you withdraw your investment in a movie when it gets too scary, you may or may not 
be conscious of saying to yourself, “it’s only a story;” but in either case you have reduced your 
potential to be rewarded by its subsequent events. Likewise you may or may not be conscious 
of rooting less for a sports team, or valuing a friendship less, but you are apt to notice a change 
in your relevant payoffs. As with other personal rules, seeing yourself pull investment from a 
movie will make you less likely to resist the urge to do so later, and not just in this movie but 
in other movies and perhaps other projects.

The potential endogenous reward that depends on a bet could be called its hedonic impor-
tance, as opposed to an instrumental importance based on external reward. The great weakness 
of hedonic bets is their arbitrariness, the fact that they can as well be based on any number of 
scenarios leading to any number of outcomes, as in daydreams. This weakness can be over-
come by betting on singular occasions—those that stand out from other possible occasions by 
being infrequent and easily distinguishable from those that are more frequent. Such bets win 
out in the marketplace of choice. Singularity may consist in being a remote coincidence, a 
round anniversary, a great exercise of skill, an event close to home or to the present moment, 
and so on (Ainslie 2013a). Two sources of singularity make occasions especially effective in 
pacing endogenous reward: a history of your having bet on them, and, perhaps confusingly, 
their realistic prediction of external rewards.

A history of betting recruits importance recursively. You find a problem or a book or 
a sports team important from having spent attention on them, and you make them more 
important by spending more attention on them. This recursive process has obvious similari-
ties to intertemporal bargaining, except that the alternatives do not necessarily serve long- vs 
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short-term interests; a withdrawal of importance may represent just a change in taste rather 
than a defection. However, accumulated importance is an investment, “consumption capital” 
(Becker & Murphy 1988), which may bring satisfactions in art or philosophy but may also cre-
ate obsessions or dares—absorption in gambling, increasingly risky shoplifting, building a video 
game score, self-destructive mountain climbing (Leamer 1999). For want of a motivational expla-
nation the role of hedonic importance in sustaining addictions has often been dismissed as habit.

Goals that are objectively important are often singular as well, so their instrumental 
benchmarks may serve as occasions for hedonic reward in addition to being secondary 
external rewards—“Getting there is half the fun.” It is difficult to distinguish the two pro-
cesses by observation (Lea & Webley 2006), which means that ostensibly productive activi-
ties that are good pacers of endogenous reward are apt to become potent process addictions 
in disguise, such as “skilled” gambling, day trading of stocks, or dealing in collectibles. 
Arguably the crossed purposes of increasing instrumental productivity versus cultivating 
appetite underlie much misinterpretation of economic activity in general, but that is another 
topic (Ainslie 2013b).

The implication of an endogenous reward process is that strong motivations can arise from 
nothing but a source of occasions, and, unlike secondary rewards, grow substantially with prac-
tice (see Ainslie 2017b). Sometimes the result is long-term artistic pleasure or sublimation, but 
occasions can also be structured to invite hedonic importance onto faster-paying patterns that 
can become addictive. This would seem to be the object of modern gambling technology and 
the video game industry (again, see Foddy 2016). The availability of big data to evaluate patterns 
of occasions can only make this kind of addiction grow more inviting.

So is addiction a disease?

A third, but probably not final, lesson from hyperbolic delay discounting is that “motivated” 
does not mean “voluntary.” Will is a learned executive function—intertemporal bargaining—
that reinterprets patterns of expected reward to reveal incentive for consistent choice. This is the 
skill that society holds us responsible for maintaining. But sometimes a personal history of bar-
gaining has left very little expected reward to be bargained with, raising the question of whether 
some addicts “can” stop their activity. That is the crux of whether hopeless addiction can be 
called a disease. I have proposed elsewhere that it is better seen as a bankruptcy (Ainslie 2011), 
although, unlike financial bankruptcy, it sometimes responds to sudden shifts in bargaining that 
re-focus motives (e.g., Miller & C’de Baca 2001). If we want to call it a disease, we need to 
recognize that it is a disease of motivation, that is, one that does not bypass the mechanism of 
choice. Identifying it as such is only the start of identifying its incentives.
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Notes
1 Hyperbolic discounting suggests how negative experiences can compete with positive ones: the nega-

tive experience must have a positive phase, experienced as an urge, long enough to attract attention; so 
intrusive memories, rages, fears, and even physical pains must lure you into participation.
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2 Compulsions should be distinguished from impulses and addictions. I recommend that “compulsive” 
be reserved for the case of being strictly confined by personal rules, rather than being overwhelm-
ingly motivated in general, or even being beyond motivation, as when people talk about “compulsive 
drinking.” Similarly, rule-bound, compulsive behavior is sometimes called addictive, as in workahol-
ism, perfectionism, anorexia nervosa, and obsessive-compulsive personality disorder; but this usage is 
confusing, since the motivational dynamic is quite different—overcontrol rather than failure of control. 
As a group, compulsive traits have much in common with each other and differ from substance- and 
thrill-based activities not only in their lack of arousal but in being more consistently preferred and 
integrated with your values (Ainslie, 2009). Compulsions should not be called addictions or impulses, 
and vice versa.
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4
ADDICTION AS A DISORDER  

OF SELF-CONTROL
Edmund Henden

Although impairment of self-control is often assumed to be a defining feature of addiction, 
many addicts nonetheless display what appears to be a considerable amount of control over 
their addictive behavior. Not only do they act intentionally and frequently in a deliberate 
manner, there is evidence suggesting that they are responsive to many ordinary incentives and 
counter-incentives (Heyman 2009; Pickard 2015). Given the great variety of addicts and their 
ability to control their drug use, how can impairment of self-control still be taken as a defining 
feature of addiction?

Clearly, if we want to hold on to this idea (as I think we should), a lot depends on how we 
understand the nature of self-control. In this chapter I shall argue, first, that a difficulty with 
some standard views of self-control in the philosophical literature is that they see the impair-
ment of addicts’ self-control only in terms of the role addiction plays in causing a certain kind 
of self-control conflict, either between the addict’s drug-oriented behavior and her all things 
considered judgment, or between this behavior and her long-term values. But addicts, prob-
lematically, also display impaired self-control in the absence of any such conflicts. Second, there 
is plenty of empirical evidence suggesting that diminished attentional and impulse control is 
an important part of the explanation of addictive behavior. I argue that while such diminished 
control may produce self-control conflicts of the kind assumed in the philosophical literature, it 
need not do so. Still, it provides evidence that addicts have impaired self-control. By creating an 
inflexible and stimulus-bound practical perspective, diminished attention and impulse control 
mean that addicts’ decision-making gets shaped by their addiction rather than by their reasons. 
While this makes it very difficult for addicts to revise or abandon their drug-oriented behavioral 
pattern given good and sufficient reasons to do so, it does not rule out the possibility of their 
often exercising substantial control over their drug-oriented actions.

Judgment-based vs value-based self-control

Self-controlled persons are governed by motives that are, in some sense, constitutive of their 
“self.” In philosophical discussions of self-control, two kinds of motives tend to be highlighted. 
First, there are the motives that are expressed by the agent’s “all things considered” or “better” 
judgments. Second, there are the motives that are expressed by what the agent “genuinely 
values.” Since an agent’s all things considered judgement at a particular time need not reflect 
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what she genuinely values, these motives are not necessarily the same. It is possible, therefore, 
to distinguish between a judgment-based and a value-based form of self-control.

Consider first judgment-based self-control. Alfred Mele has argued that self-control is the 
contrary of what Aristotle called akrasia (incontinence, weakness of will), “a trait of character 
exhibited in uncompelled, intentional behavior that goes against the agent’s best or better judg-
ment” (Mele 2002: 531). A best or better judgment is “a judgment to the effect that, on the 
whole, it would be best to A, or (instead) better to A than to B” (Mele 2010: 392). As Mele also 
points out, “Someone’s making a judgment [. . .] is an event,” that is “at least suggestive of a belief 
arrived at on the basis of conscious deliberation” (Mele 2009: 6, 7). According to a judgment-
based view, then, self-control is a trait of character exhibited in behavior that conforms with 
one’s best or better judgment in the face of temptation to act to the contrary.

If self-control is the contrary of akrasia, it may seem that failures of self-control cannot occur 
in the absence of akrasia. That is, a person cannot fail to exercise self-control if he acts in con-
formity with his all things considered, or better judgment. However, this view is problematic. 
Consider the following example. An alcoholic wishing to stay abstinent may now judge that, 
all things considered, it would be better to stay home and watch television than go to the pub 
and have a drink with a friend. But as evening draws near, the temptation to drink increases, 
making him change his mind about what would be the better course of action – by giving too 
much weight to certain considerations that appear to provide reasons to meet with his friend, for 
example – and then revising his all things considered judgment accordingly. Is this a failure of 
self-control? Not if self-control is the contrary of akrasia. The alcoholic (unlike the akrates) does 
not act against his all things considered judgment when he chooses to meet up with his friend. 
Nevertheless, he plausibly exhibits a lack of self-control. This is because he revises his all things 
considered judgment unreasonably: he revises it, not because of the considerations that give him 
reasons to join his friend, but because he, at the time of making the choice, has a strong desire 
to drink – precisely the desire his judgment ruled out as outweighed by his better reasons.

In attempting to diagnose the difficulty here, it might be pointed out that the “self” of self-
control must involve more than what is contained in the agent’s all things considered judgment 
at the time of choice. While a self needs, for example, a certain stability over time – a self is not 
typically understood as the sort of thing that frequently changes – an agent’s all things consid-
ered judgment may very well change from one moment to the next. Oscillations in judgment,  
or “judgment shifts” as they are called, typically occur when influences external to the self (such 
as impulses, desires, or strong feelings) interfere with or disrupt an agent’s deliberative process at 
the time of choice. An alternative approach, therefore, one that aims to preserve the stability of 
the self, might be to see this notion as essentially involving values the agent herself has endorsed 
or endowed with normative force (Kennett 2013). Although values, of course, also may change, 
they seem inherently to have more stability than ordinary judgments. As Gary Watson suggests, 
they express what the agent “in a cool and non-deceptive moment – articulates as definitive of 
the good, fulfilling and defensible life” (Watson 2004: 25). Clearly, an agent’s all things con-
sidered judgment at one particular moment need not express such values. According to value-
based self-control, then, self-controlled persons govern themselves in accordance with what 
they genuinely value even in the face of strong competing motivation. Since it is common to 
see an agent’s values as expressed by the stable set of attitudes she has relative to future behavior, 
value-based self-control is diachronic: it enables the agent to govern her actions across time, to 
maintain coherence between her long-term attitudes and her actions (Levy 2006). The alcoholic 
in the example might be said, then, to exhibit a lack of value-based self-control.

Judgment-based and value-based conceptions of self-control imply different views of the fault 
involved in failures of self-control. Suppose addicts typically lack judgment-based self-control. 
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That means they typically take drugs while judging at the same time that, all things considered, 
it would be better to abstain. Since they take drugs knowingly and in full awareness of choosing 
an inferior option, their fault cannot be cognitive. It must be volitional. It must consist in a failure 
to be motivated to do what they judge best. But this might not be the correct view of the failure 
of self-control in addiction. Suppose instead that addicts typically lack value-based self-control. 
As the opportunity for consumption presents itself, they typically succumb to a temptation to 
rationalize their reluctance to abstain by changing their mind about what would be best. At that 
moment, they always judge it best, all things considered, to take drugs. This would suggest that 
their fault is cognitive. It consists in a failure to judge, at the time of action, that the option that 
represents their genuine values is the best option.

So, is the failure of self-control in addiction typically cognitive or volitional? Let me start by 
considering a recent philosophical argument for the view that it is cognitive.

Levy on the impairment of self-control in addiction

The most important evidence of a self-control problem in addiction stems from addicts’ own 
reports of failed attempts to exercise restraint. This restraint typically involves effort and a con-
scious act of will. Based on the further observation that these failures tend to have tremendous 
negative consequences for the addicts’ themselves, it has been common to infer that addictive 
desires must be so powerful as to be literally irresistible. Clearly, this means, if correct, that 
addicts’ impairment of self-control must involve a volitional fault, i.e., addicts are perfectly 
aware of the best course of action – to decline the offer of a drink, to throw away the packet 
of cigarettes, to abstain from heroin – but they are just unable to motivate or incentivize them-
selves to act accordingly. There are, however, serious problems with this inference. As several 
studies have shown, financial concerns, fear of arrest, values regarding parenthood, and many 
other factors increasing the cost of drug-taking often persuade addicts to desist (Heyman 2009; 
Pickard 2015). In fact, addiction often appears to involve a choice process, a conscious weigh-
ing up of the costs and benefits of different options. This is evidence that addictive desires need 
not be irresistible.

For some authors, self-control failure in addiction is therefore a cognitive rather than a voli-
tional failure, involving the addict’s loss of control over the valuational contents of her all things 
considered judgments rather than over her motivation to act in line with these judgments (Levy 
2014). Based on empirical evidence that addicts tend to be “hyperbolic discounters” (Ainslie 
2001) – they tend to discount the utility of future rewards by a proportion that declines as the 
length of the delay increases – Neil Levy has suggested that addiction creates strong tempta-
tions that induce regular and uncontrollable judgment shifts (Levy 2006). Such judgment shifts 
undermine self-control, he argues, because the addict fails to integrate her life sufficiently to 
pursue what she genuinely values. In other words, addiction impairs value-based self-control. 
Recently, Levy has supported this account with an argument purporting to show that the neural 
adaptations characteristic of addiction in fact provide a mechanism for such judgment shifts (Levy 
2014 and in this volume). While addictive drugs are widely known to increase dopamine by 
stimulating its release or decreasing its reuptake in the nucleus accumbens, the information car-
ried by increased levels of dopamine is open to different interpretations. Of particular relevance 
here is a series of well-known experiments by Wolfram Schultz and colleagues (1992), measur-
ing firing activity of putative midbrain dopamine neurons in monkeys before they learned to 
associate a light cue with a reward. They found that the dopamine signal went up when the 
reward was delivered, but once the association between cue and reward was learned, the dopa-
mine signal went up when the light appeared but remained flat when the reward was delivered. 
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Schultz and colleagues took this to show that a momentary increase in dopamine neuron firing 
activity indicates that the world contains more rewards than expected, or that an unexpected 
reward is available.

If one of the functions of midbrain dopamine neurons is to help the organism update its idea 
of the world’s abundance of rewards, as Schultz and colleagues suggest, addiction, Levy claims, 
could plausibly be seen as a pathology of reward-based learning because drugs, unlike natural 
rewards, drive up the dopamine signal by direct chemical action on the brain. Drugs are there-
fore likely to generate a large prediction error: every time they are consumed (i.e., the reward 
is delivered) the addict’s reward system tells her that the world contains more rewards than 
expected, rather than being exactly as expected (which would have been the normal learning 
response). Based on evidence linking dysfunctions of the dopamine system with pathologies of 
belief-formation, Levy argues that the reward system’s treatment of the drug as something of 
ever-increasing value puts pressure on addicts to adopt and endorse an available causal model 
of the world that minimizes prediction error. Since the most accessible model is one in which 
drug use is judged better than abstention, addicts are likely to adopt and endorse this model, 
he claims. So when dopamine neuron firing activity increases in the presence of drugs or cues 
predicting drug availability, addicts will shift from judging abstention, all things considered, bet-
ter than use to judging use as better, all things considered, than abstention. However, once the 
drug is consumed and the dopamine neuron firing activity has decreased, a rival model of the 
world will be triggered, where abstention is judged better than use. The result is oscillation in 
all things considered judgments.

Now, it is well documented that addicts generally experience difficulties in attempting to 
control future behavior and pursue long-term goals of abstinence. Levy is probably correct that 
judgment shifts occur more frequently in addicts than in non-addicts. In the next section, how-
ever, I shall argue that there still are good reasons to resist the claim that loss of control over all 
things considered judgment is the only, or even the typical, form the impairment of self-control 
takes in addiction.

Cravings and failure of impulse control

If one of the functions of midbrain dopamine neurons is indeed error prediction, these error 
predictions most likely lie outside of consciousness (Schroeder 2011). This means that a lot 
hinges on Levy’s assumption that the error is passed on to higher levels of the processing hier-
archy. According to Levy, minimizing the prediction error creates pressure on these higher 
levels to adopt and endorse the model that constitutes the judgment that drug use is, all things 
considered, best. It is “the model,” Levy writes, “of the drug’s place in the world, which the 
person endorsed in the earlier stages of drug use when drug use was controlled and chosen for 
its rewards” (Levy 2014: 348). It will be adopted and endorsed because it is the “most easily 
accessible” and most “easily available for recall” (ibid.: 348). This claim raises difficult questions 
about what makes a model “easily accessible.” Clearly, addicts differ immensely in terms of 
psychological and social circumstances, personal resources, severity of addiction and so on. Is 
the same model of the world equally “accessible” to all addicts in spite of these differences? Levy 
could be right that the model that drug use is, all things considered, best might be the “most 
easily accessible” model to a young cocaine addict trying to quit for the first time. But why 
assume this model is equally accessible to the middle-aged nicotine addict who has desperately 
and unsuccessfully struggled with addiction for many years? She might not get any real pleasure 
out of smoking anymore. She might even wonder why she ever started given how little she now 
values smoking. Will the model of smoking’s place in the world that she endorsed in the early 
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stages of her addiction (possibly decades ago!) for its rewards be the one “most easily accessible” 
every time some smoke-related cue boosts her dopamine levels and she feels a craving to smoke? 
I confess I find this hard to believe.

The main problem with the judgment shift view, however, is that it ignores the role of crav-
ings in the development and maintenance of addiction. It is widely agreed that dopaminergic 
activity in addicts is linked to experiences of drug cravings. A natural place to start, then, in 
interpreting the information carried by this activity, would be to focus on the role cravings play 
in deliberation and action guidance. Cravings appear to belong to the same category of simple 
motivation as “impulses” and “urges.” Such motivations differ in important ways from more 
complex forms of cognitive motivation involving beliefs, desires, or judgments. For example, 
they can be very hard to separate from the actions they produce – such as the impulse to scratch 
produced by an itch, or the impulse to laugh in response to a joke, can be hard to separate from 
the experience of scratching or laughing. Usually, it is when an impulse for some reason is not 
immediately translated into action that it comes into conscious awareness and is experienced as 
an “urge” or a “craving” (West 2006).

Now, if craving is a form of impulse or urge, “yielding to temptation” might mean some-
thing quite different when it is caused by a craving than by a more complex form of cognitive 
motivation. Consider cases where loss of control is mediated by judgment shifts. Here, an 
agent yields to temptation by failing to restrain herself from re-evaluating her options when the 
tempting object becomes available. Plausibly, one explanation of what drives this process is an 
anticipation that she is likely to succumb, combined with a desire to avoid the experience of 
dissonance by choosing an option she believes is less valuable than the alternative (Holton 2009). 
Since she decides to succumb after weighing the costs and benefits of the alternative options, 
she will – as Levy points out (quoting Austin) – “succumb to temptation with calm and even 
finesse” (Levy 2014: 352). But even if loss of control can often be quite deliberate, involving the 
weighing of costs and benefits, it is surely, sometimes, not very deliberate! The best evidence of 
this comes from cases where people appear to be taken by surprise by their own failures to resist 
their urges or impulses. I am thinking here of actions performed under the influence of sudden 
anger, sexual arousal, or, perhaps, hunger. What drives such failures does not seem to be any 
process involving anticipation and re-evaluation. Not only do they happen too quickly for that 
(often in the midst of great emotional turmoil), it is not unusual for people acting under impulse 
to find themselves regretting the action as they are carrying it out, sometimes even trying to 
exercise restraint at that very moment (“I can’t believe I am doing this! I should stop right now”). 
While they may well realize they are about to do something they judge it would be better not 
to do, the reason yielding to temptation in such cases is not mediated by judgment shifts is that 
the actions occur before the weighing of pros and cons. Clearly, an agent doesn’t fail to control 
an impulse by first judging that performing the impulsive action is, all things considered, the best 
thing to do! Before discussing some of the evidence suggesting that diminished impulse control 
is prevalent among addicts, let me first briefly consider a different conception of self-control, 
one that is common in the psychological literature.

Broad psychological self-control

One reason for thinking that addiction impairs self-control might be that it seems close to being 
a conceptual truth that a person who is actively addicted to a drug must have impaired control 
over her consumption of that drug. Consider, for example, the suggestion that a certain nicotine 
addict who smokes 60 cigarettes a day is in “full control” of her smoking behavior. I think most 
people would be inclined to find this claim odd, indeed, even contradictory (“An addict who 
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smokes three packs a day? Obviously, her consumption is out of control!”). If this is correct, it 
suggests that some notion of impaired control might be inherent in the common-sense notion 
of addiction. Is it equally odd to assume that the nicotine addict genuinely believes smoking 
in general to be fine, indeed even better, all things considered, than not smoking? Clearly this 
assumption is less odd. Many addicts don’t make a serious effort to abstain from drugs. Some 
don’t even want to. It seems perfectly possible to imagine many of them acting, most of the 
time, in accordance with their consciously held all things considered judgments when they 
choose to use. Still, insofar as they are “addicted,” there seems to be a sense in which they can-
not be in “full control” of their consumption. Is that because they are behaving contrary to what 
they genuinely value as seen from their own long-term perspective?

There doesn’t seem to be anything odder about the claim that smoking is something the 
nicotine addict genuinely values from the vantage point of her own long-term perspective. 
Not all addicts are ambivalent, vacillating, or conflicted about their drug use (Flanagan 2016). 
Imagine, for example, a non-addicted recreational smoker who genuinely values smoking, per-
haps because she associates it with a cool lifestyle. Suppose her smoking escalates and becomes 
an addiction. Although this means her smoking becomes excessive, she may have no desire to 
quit. Her long-term perspective and value system remain the same throughout and beyond this 
transitional phase and she regulates her life in accordance with her values. Still, when she does 
become addicted, most people would be inclined, I think, to deny that she is in full control of 
her cigarette smoking.

In fact, there seem to be many cases where it is at best unclear whether the addicts have 
lost value-based self-control. Consider, for example, those described in the clinical literature as 
“severe, chronic addicts,” i.e., people who have exhibited signs of dependency for many years 
(sometimes decades). The search for and use of drugs may now be the single most important 
activity in their lives, completely dominating their thinking, emotions, and behavior. For some 
of them, we may suppose, it might even define who they think and feel they are and become 
part of their practical identity. If this is the case, drug-oriented values may be precisely what 
imposes a cross-temporal structure on their thoughts and actions. It is difficult to see in what 
sense these addicts should be failing to regulate their life in accordance with their own values. 
But, even so, most people, I think, would be inclined to say that they are not in full control of 
their drug-oriented behavior.

What all these examples have in common is the suggestion of a sense in which addicts seem 
to have lost an important form of self-control even when engaging in drug-seeking or drug-
taking behavior does not give rise to the kinds of normative conflict associated with failures of 
value-based or judgment-based self-control. In fact, one might reasonably wonder how often 
people – even self-controlled people – really act on the basis of conscious judgments informed 
by comparisons of all the relevant available reasons for and against the alternative options, or 
in accordance with coherent sets of values they in a cool and non-deceptive moment would 
articulate as definitive of the good, fulfilling and defensible life. It is quite plausible, I think, 
that both exercises in self-control, as well as failures of self-control, can occur independently of 
whether these rather demanding conditions obtain. Imagine again the nicotine addict – let us 
call her Beth – who “in a cool and non-deceptive moment” has decided, based, we can assume, 
on a careful weighing of the benefits and risks of smoking (pleasant feelings, enjoyable ritu-
als, probability of lung cancer, and so on), that she wants to continue smoking one more year 
before she quits. Suppose Beth is at a party and is overcome by a strong urge to smoke another 
cigarette. However, at that moment she suddenly remembers a TV program featuring a termi-
nally ill lung cancer patient. Even though she discounted the risk of lung cancer in her previ-
ous “cool” assessment, the disturbing image of this person now triggers an emotional response 
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causing her, without any consideration of pros and cons, to try to override her urge to smoke 
another cigarette. Unfortunately, her attempt at restraint fails. Is this a failure of self-control? It 
seems very plausible. A sudden feeling of anxiety activated a goal (not to smoke another cigarette) 
that caused her to make an effort to refrain from lighting another cigarette. Yet although Beth 
fails in that goal, she does not act contrary to an all things considered judgment. Indeed, she did 
not make any, and if she had made one at that moment, it would likely have been that smok-
ing another cigarette was, all things considered, better than not smoking one (once she has lit 
the cigarette she may be content that she failed!). Neither does Beth act contrary to what she 
genuinely values either.

In the psychological literature Beth’s failure would be treated as a paradigmatic example of a 
failure of self-control. Although it is difficult to find a very precise definition of self-control in 
this literature, it tends to be used in the sense of involving a conscious effort to override or inhibit 
competing urges, behaviors, or desires in order to attain particular goals. Since Beth makes a 
conscious effort to act in accordance with a mental goal representation of herself refraining from 
smoking another cigarette (a representation that does not include a comprehensive assessment of 
relevant available reasons to choose or reject any of the alternative options), but fails to override 
the urge to smoke, she fails to behave in conformity with her mental goal representation, and 
hence to exercise self-control. She is not, however, guilty of any value-based or judgment-
based failure of self-control. Often, the term self-control is used, in the psychological literature, 
interchangeably with “self-regulation,” which refers, even more broadly, to all higher-order 
(i.e., executive) control of lower-order processes that adapt thought, emotions, or behavior to 
the demands of the situation and the agent’s goal(s) within that situation, including cognitive 
and motivational operations that are performed automatically and unconsciously (Fitzsimons 
and Bargh 2004). In the next section I shall argue that malfunctions in capacities associated with 
self-control in this broad psychological sense undermine addicts’ self-control also in the absence 
of failures of value-based or judgment-based self-control.

Addiction as a disorder of self-control

It is widely believed that one of the most important higher-order-control functions is associated 
with directed attention, i.e., the capacity to voluntarily focus or shift attention (Baumeister and 
Heatherton 1996). Directed attention represents a common regulatory mechanism for emotion, 
cognition, and behavior. As MacCoon and colleagues (2004) note, it is a top-down mecha-
nism “capable of enhancing appropriate cognitions, emotions, or behaviors, and suppressing 
inappropriate cognitions, emotions, or behaviors” (ibid., 422). It is crucial for self-control not 
only because it is necessary for maintaining focus on longer-range goals, concerns or values, 
but also because it is required for making conscious efforts to override or inhibit competing 
motivations. Thus, measures of effortful control often include indices of attention-regulation 
(Eisenberg 2004).

In a much-cited article from 2008, Matt Field and W. Miles Cox review evidence suggesting 
that addicts’ attention is biased toward drug-associated stimuli. Much of this evidence comes 
from experiments measuring impairment in attention and impulse control such as the addiction 
Stroop task, where the addict must name the print color of a drug-related word and inhibit the 
stronger tendency to read the name of a color itself. While addicts exhibit significantly slower 
reaction times and are more prone to error when naming the color of drug-related words, 
control participants do not exhibit this pattern. The standard interpretation of this Stroop inter-
ference is that drug-related words capture addicts’ attention causing excessive processing of 
the semantic content of these words, thereby disrupting their color naming. What it seems to 
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suggest is that addicts find it particularly difficult to ignore salient, drug-related stimuli, or exercise 
directed attention (which, as noted above, is required for both planning and inhibition) in the 
presence of drugs or cues predicting drug availability. This hypothesis appears to be corrobo-
rated by neuroscientific evidence showing that repeated drug use “sensitizes” certain regions in 
the brain involved in the motivation of behavior, making them more easily activated by drug-
related cues or circumstances. As the neuroscientists Robinson and Berridge note, such sensi-
tization “produces a bias of attentional processing towards drug-associated stimuli” (Robinson 
and Berridge 2008).

Now, it should be noted that not all researchers are convinced of the cogency of the evi-
dence for attentional bias in addiction (see, e.g., Hogarth this volume). However, in what 
follows I shall assume it is correct. Given this hypothesis, it would be reasonable to infer that 
cravings are triggered by cues or circumstances via entrenched patterns of attention. A likely 
effect of such entrenched patterns is a dramatic increase in cognitive load on higher-order func-
tions requiring directed attention, such as inhibition, reasoning, or planning. That is because, 
unlike non-addicts, every time addicts engage in these activities, they have to make an effort not 
to attend disproportionally to drug-related cues or considerations. If all higher-order functions 
draw on the same limited resource (as many psychologists believe), and the more of this resource 
is consumed the more depleted it becomes, then the more depleted addicts will become com-
pared with non-addicts (which is, of course, exactly what the addiction Stroop task shows). 
Entrenched patterns of attention combined with subsequent depletion reduce the capacity to 
switch thinking and attention among different tasks or operations in response to changing goals 
or circumstances. This must have important normative consequences because it plausibly results 
in a more inflexible and stimulus-bound practical perspective. Depending on individual dif-
ferences between addicts (e.g., differences in personal and social resources), such a perspective 
might be hypothesized to affect their behavior in a variety of ways. For example, by restricting 
or altering the reasons that are salient to them, it might act as an option-limiting cause in some 
cases. In other words, reasons to abstain from drugs may no longer be recognized as reasons in 
the presence of drugs or cues predicting drug availability, resulting in a systematic biasing of 
their practical deliberation, e.g., an over-appreciation of drug-associated features of situations, 
or blindness to longer-range goals. This, of course, would explain why judgment shifts occur 
more frequently in addicts than in non-addicts (see page 48). However, as I have argued, self-
control failures in addiction might take other forms than loss of control over all things consid-
ered judgments. Many addicts plausibly recognize the harmful effects of drug use on their lives 
even as they are seeking or taking them. For them the greatest difficulty might not be to see the 
salience of alternative reasons at the time of choice, or to judge what the best course of action is, 
all things considered, at that point in time, but to get themselves to act on these reasons or judg-
ments. An inflexible and stimulus-bound practical perspective makes this very difficult because 
the frequency, cue-dependency, and computational speed of cravings produced via entrenched 
patterns of attention are likely to deplete their inhibitory mechanisms, hence making it harder 
for them to override these cravings – even if overriding them is precisely what they believe they 
should be doing.

Together, the biasing and depletion effects associated with an inflexible and stimulus-bound 
practical perspective are likely to make it, overall, very difficult for addicts to revise or abandon 
their drug-oriented behavioral pattern even if they are given good and sufficient reasons to do 
so. This, I contend, is the sense in which impaired self-control is a defining feature of addiction. 
Difficulties associated with revising or abandoning such a pattern even in the presence of good 
and sufficient reasons to do so, do not imply that addicts’ cravings for drugs must be irresist-
ible, nor that addicts cannot often take themselves to have reasons – even good reasons – to use 
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drugs, reasons which, on many occasions, might play a part in the explanation of their addic-
tive behavior. First, an inflexible and stimulus-bound practical perspective does not rule out a 
capacity to resist cravings. It just makes it harder over time to do so, requiring a more sustained 
effort, and hence increasing the likelihood of failure. Second, there is plenty of evidence that 
many addicts use drugs to cope with stressful or traumatic experiences. Such experiences may 
give them reasons to take drugs, reasons that form an important part of the explanation of their 
addictive behavior (Pickard 2015). Using drugs for such reasons, however, does not rule out the 
importance of diminished attentional and impulse control in this explanation. My central claim 
in this chapter is that if a person is genuinely addicted to a particular drug, that implies that she 
is disposed to suffer from impaired self-control with respect to its use.
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5
ADDICTION

The belief oscillation hypothesis

Neil Levy

In popular, philosophical and many scientific accounts of addiction, strong desires and other 
affective states carry a great deal of the explanatory burden. Much less of a role is given to cogni-
tive states than to affective. But as Pickard and Ahmed (2016; see also Pickard 2016) note, addic-
tion may be as much or more a disorder of cognition as of compulsion or desire. Pickard’s focus 
is on denial. In this chapter my focus will be different. I will argue that in many cases at least, 
we can explain the lapses of abstinent addicts by way of processes that do not involve motivated 
reasoning (as denial or self-deception plausibly do). Mechanisms that have the role of updating 
beliefs in response to evidence may alter addicts’ judgments concerning what they have most 
reason to do (in the precise circumstances in which they find themselves), and thereby cause 
them to act accordingly.1

My focus is on abstinent addicts, understood here as addicts who sincerely resolve to refrain 
from consuming the drug to which they are addicted and who are committed to this resolu-
tion. For many of these abstinent addicts, the resolution is not an idle wish. They may act on it 
in myriad ways. They may make changes, large and small, in their lives to try to make it more 
likely that they will abide by it. They may move homes, jobs, withdraw from their social cir-
cle, and so on, because they believe (on good grounds) that so doing will help them to remain 
abstinent. They may enter treatment programs, and they may commit resources to being absti-
nent (they may, for instance, pay for expensive treatments). We should not underestimate the 
efficacy of these kinds of steps. Most addicts do succeed in giving up, and many do so without 
any external help at all (Heyman 2009). Nevertheless, and notoriously, many abstinent addicts 
relapse, some after long periods of abstinence.

I am concerned with explaining these relapses and, more proximally, with explaining lapses. 
A lapse is an episode of consumption by a hitherto abstinent addict. A relapse is a return to regular 
substance abuse. Contrary to a popular myth, lapses do not always result in relapses. Addicts 
may lapse and then return, with more or less difficulty, to durable abstinence. However, relapses 
begin with lapses. Explaining lapses is not sufficient for explaining relapses, but it will contribute 
very significantly to an explanation of relapse.

The kinds of explanations of lapses that circulate in popular thinking about addiction do not 
seem to come close to explaining all of them. Commonly, these explanations cite irresistible 
urges, or the duress that withdrawal involves. On the first account, addicts lapse because they 
are gripped by a desire to consume that overcomes their powers of resistance. On the second, 
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withdrawal is so awful that they are powerfully motivated to do almost anything to alleviate it. 
No doubt the strength of desires plays a role in explaining some lapses, and no doubt addicts 
are motivated to alleviate the pains of withdrawal. But there is plenty of evidence, direct and 
indirect, that neither explanation, alone or combined, is adequate.

First, there is extensive evidence that addicted people possess a great deal of control over 
their behaviour, even when they are in the grip of strong desires. Consumption of drugs, even 
among addicts, is price sensitive (Elster 1999; Neale 2002), which suggests a responsiveness to 
perfectly ordinary incentives. Consumption remains price sensitive among alcoholics even after 
a priming drink (Fingarette 1988). Second, the epidemiological evidence – the fact that the 
majority of addicts ‘mature out’ of their addiction – is hard to square with an irresistible desire 
account. But the withdrawal account does even worse. Not all drugs produce highly aversive 
withdrawal symptoms when an addicted person abstains from them (West 2006). Further, lapses 
may occur months, even years, after the last episode of consumption – long after the person has 
put withdrawal and its symptoms behind them. In fact, there is some evidence that addicts may 
deliberately go through withdrawal in order to lower their tolerance to the drug, and thereby 
return to drug taking requiring a smaller dose for the same effect (Ainslie 2000).

While there is extensive experimental evidence for reduced control by addicts (see, for 
instance, Hester and Garavan 2004), they retain a sufficient degree of control, measured by their 
responsiveness to ordinary incentives, for it to be very mysterious how this reduction of control 
could explain lapses except in a small minority of cases. Problems with executive function can 
explain impulsive behaviour: they can explain lapses that resemble the reactivation of a habit 
(for instance, they might be able to explain why an abstinent person with an addiction might 
find herself impulsively accepting the offer of a drink). But many lapses involve some degree of 
planning and preparation: rather than simply accepting an offer, the person resolves to seek out 
an opportunity for consumption and then constructs a plan to procure drugs (a plan that may be 
quite complex: it may be necessary to concoct a cover story for work or family, to secure money 
to score, and so on). Simple executive dysfunction can’t explain this kind of activity. Or rather, 
it can’t explain it directly: executive dysfunction may play a role in explaining lapses in these cases 
by playing a role in explaining how it can come about that addicts come to judge that (all things 
considered) they ought to procure and consume a drug.

Towards a judgment-centred account

Most of the drug procuring and consuming behaviour of addicts is entirely normal, in the fol-
lowing sense: it gives every appearance of being what psychologists call controlled behaviour, 
or of being explicable by what philosophers call belief/desire or folk psychology. Given the 
reasons-responsiveness of the behaviour – the way in which it is sensitive to perturbations in 
the environment, which give the agent reasons to inhibit or modulate their activity – the best 
explanation of why it unfolds as it does is that the agent desires to procure and consume drugs 
and that this desire has led them to form the intention to do so. Their behaviour is then con-
trolled by this intention and other beliefs, particularly instrumental beliefs about how this is 
best brought about (most efficiently, at lowest cost in terms of resources and risk, and so on). 
Sometimes when abstinent addicts lapse they do so by consuming an immediately available 
drug. Episodes like that can often be explained by impulsivity, absence of control or reactivation 
of habits. But sometimes lapses involve a long series of behaviours aimed at procuring the drug 
first (or even first acquiring the money to procure the drug), and only subsequently consuming 
the drug hours or even days later. This long series of instrumental actions seems best explained 
by attributing to them the all-things-considered judgment that they ought to consume the drug.
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Richard Holton (2009) introduced the helpful term ‘judgment-shift’ to refer to the overhasty 
revision of a resolution, in response to evidence or facts against which the resolution was meant 
to be proof. I suggest that judgment-shift underlies and explains many lapses. Addicted persons 
are especially vulnerable to drug-related judgment shifts, I claim. They have formed the resolu-
tion to abstain from drugs, and intend to abide by the resolution in circumstances like the ones 
in which they now find themselves. But in these circumstances they find themselves on what 
I have elsewhere called the ‘garden path’ to consumption (Levy 2016). Due to features of the 
neurobiology of addiction, finding themselves on the garden path disposes them to undergo-
ing a cascade of judgment-shifts: first shifting toward judging that they ought to step down the 
garden path and subsequently to judging that they ought to consume.

Addiction causes a number of changes in the brain, such as those that cause the executive 
dysfunction already mentioned and those that cause anhedonia in response to withdrawal. 
Central to the addiction phenotype, however, is the response of the midbrain (mesolim-
bic) dopamine system to drugs of addiction (Hyman 2005; Kalivas and Volkow 2005). To 
understand the significance of this response, we need first to understand the system’s role in 
ordinary cognition.

The midbrain dopamine system is widely held to be a reward prediction system. It has the 
role of signalling unexpected reward. In classic experiments performed on monkeys, activity in 
this system was measured when the animals were given a reward. In the initial condition, the 
reward (a squirt of fruit juice) was unexpected. There was a spike in phasic dopamine upon 
reward delivery. Subsequently, a signal (a light or a tone) was given prior to delivery of the juice. 
Once the monkey learned the signal that predicted the juice, there was no longer a spike in 
phasic dopamine in response to delivery of the reward (indicating that the spike was not tracking 
actual reward). Instead, the spike occurred in response to the (unexpected) signal. The signal 
was a sign that the world was better than the animal expected (Schultz et al. 1992; Schultz et al. 
1997). Conversely, failure to deliver the reward subsequent to the signal led to dopamine falling 
below the resting baseline. Phasic dopamine thus seems to signal the state of the world relative 
to the organism’s expectations. It thereby orients the animal toward the reward, making it more 
likely that they reap its benefits (dopamine is known to play a role in regulating attention: Corlett 
et al. 2007; Fletcher and Frith 2009).

In one way or another (by driving up dopamine directly or indirectly, or preventing reab-
sorption), however, addictive drugs ‘hijack’ this system (Carter and Hall 2012). Because addic-
tive drugs drive up dopamine via their chemical action, they prevent it from accurately tracking 
reward value. When the addicted person is exposed to a cue that signals drug availability (the 
sight of a person with whom they have used in the past, say, or a sound, sight or smell they asso-
ciate with using – anything that has been paired with consumption in the past often enough), 
they experience the spike in phasic dopamine that signals the availability of unexpected reward. 
But they also experience a spike in dopamine on consumption of the drug. For the relevant 
system, this spike is a signal of unexpected reward, despite the fact that, for the experienced user, 
the reward should be expected.

A predicted consequence of the fact that drugs of addiction produce a spike in phasic dopa-
mine, thereby mimicking the signal of unexpected reward, is that the relevant system will not be 
able to adapt to the actual reward value of the drug. Instead, there will be a dissociation between 
the actual reward value of the drug for the person and the value placed on it by the midbrain 
dopamine system, helping to explain how addicts can be powerfully motivated to pursue drugs 
they no longer enjoy; the famous dissociation between ‘liking’ and ‘wanting’ (Berridge and 
Robinson 1995; Robinson and Berridge 2003). In fact, there is recent evidence that there is 
at least some accommodation of drug rewards with repeated exposure, both in animal models  
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(e.g. Willuhn et  al. 2014) and humans (e.g. Martinez et  al. 2007). Further, recent work has 
shown that the phasic dopamine response to drug-related cues is of a similar magnitude to that 
of non-drug cues (Cameron et  al. 2014). However, the mesolimbic system is composed of 
populations of functionally discrete neurons and this evidence is compatible with the existence 
of systems that fail to adapt to the value of drug rewards and therefore generate dysfunctionally 
large – or dysfunctionally orienting – prediction errors.

I think it is a mistake to think of the midbrain dopamine system as simply a reward prediction 
system. At least some components of the prediction errors it generates have a more general role: 
to signal the unexpected generally, not just unexpected reward. Corlett et al. (2004) showed that 
activation of rostral prefrontal cortex (rPFC) – a primary target of dopamine projections – was 
correlated with violations of expectations on a task unrelated to reward. If I am right in think-
ing that the dopamine system has the role of updating expectations generally, then it should 
be thought of as a representation-update system. It has the function of changing the organism’s 
model of the world. There is, in fact, evidence directly linking dysregulation of this system to 
delusional belief formation. Corlett et al. (2007) measured rPFC activity in delusional patients 
and a control group in response to violations of expectations. They found attenuated response to 
violations of expectation and abnormally high responses to expected events in the patient group. 
Corlett et al. (2006) found that magnitude of prediction error response in controls predicted 
the likelihood of delusions following administration of the hallucinogen ketamine. All of this is 
evidence the midbrain dopamine system plays a role in updating the organism’s causal model of 
the world, in response to violations of expectations.

The fact that the behaviour of lapsing addicts often appears to be controlled behaviour – the 
fact, that is, that it is incentive-sensitive in a very ordinary way – provides us with good reason 
to think that when these addicts engage in behaviour aimed at procuring and consuming drugs, 
their behaviour is controlled by the all-things-considered judgment that they ought, on this 
occasion, to consume the drug (in broadly the same kind of way in which my bread buying and 
toasting behaviour is controlled by the judgment that toast would be nice). I suggest that the 
dysfunction that addictive drugs provoke in the midbrain dopamine system provides a mecha-
nism for judgment-shift.

The mechanism is best presented in the framework of prediction error minimisation mod-
els of brain function (Hohwy 2013; Clark 2016). According to these models, the brain con-
stantly predicts the input it ‘expects’ to receive. It then updates its expectations on the basis 
of actual input, to minimise the prediction error: the gap between expected and actual input. 
Updating expectations is updating a representation: it involves an alteration in the model of 
the world. It is therefore updating a doxastic state (the state may, but need not, have all the 
features associated with a belief, such as serving as a basis for domain-general inference; nev-
ertheless, it is a representational state that may be correct or incorrect, and that is sufficient to 
qualify it as doxastic). I suggest that the midbrain dopamine system is, or is part of, a prediction 
minimisation mechanism.

When the addicted person who has resolved to be abstinent is presented with cues predic-
tive of drug availability (again, anything reliably enough associated with drug-taking to serve as 
a conditioned stimulus), she experiences a spike in phasic dopamine that signals a gap between 
the expected input and the actual input. As assessed by the relevant subpersonal mechanism, the 
world is (much) better than expected: it contains the promise of a large reward. The person must 
now update her model of the world, to minimise the prediction error. This process occurs at the 
subpersonal level: the person is unaware of the content of the expectation or of the prediction 
error. Whether she will undergo a change in personal-level attitudes or representations depends 
on whether the error can be minimised at lower levels of the processing hierarchy. According 
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to the predictive coding framework, errors propagate up when there is no causal model avail-
able at the level at which the error occurs that can minimise it sufficiently (conversely, models 
propagate down). If the error is large enough and no such model is available at subpersonal levels 
of processing, model update may occur at the personal level.

This may be experienced by the person as a sense that some options are more rewarding than 
others. This is a sense that may be understood as a representational state. Suppose, for instance, 
the cue is a person with whom she has consumed in the past. She may experience a sense that 
being with the person will be rewarding, but she will be unaware that the reason she experi-
ences this sense is because that person is associated with the availability of drugs, such that their 
presence is sufficient to cause a prediction error. She may instead just think that it would be fun 
to relive some old times with her friend. A judgment that going back to an old haunt with her 
friend would be rewarding may be the personal-level consequence of subpersonal representa-
tion update, caused by mechanisms that minimise prediction error.

The decision to spend some time with an old friend is innocuous enough, but it may place 
the person on the garden path all the way to consumption. Her friend may take her to some-
where that is more strongly associated with consumption, triggering another prediction error 
and another round of representation (and belief) update. She may thereby proceed step by step 
down the garden path, at each step unaware that she is heading toward consumption. It is only 
at the last step that she forms the judgment that (on this occasion, at least), procuring and con-
suming the drug is best. At the end of the garden path may be a relatively impulsive decision to 
consume. But the decision is the formation of a judgment: a controlling state that represents the 
world as being a certain way. Once this judgment is in place it is available to control behaviour 
generally, in just the same kind of way as her earlier resolution to be abstinent controlled her 
behaviour before she set out on this path. Note, too, that under the right conditions – when a 
prediction error is large enough and especially when competing rewards are not salient (lack of 
competition from competing rewards may be necessary, given the evidence that non-drug cues 
may trigger dopamine spikes of the same magnitude as drug cues: Cameron et al. 2014), the path 
from cue to personal level judgment may be much shorter.

Addicted people remain rational agents. They are not simply at the mercy of subpersonal 
mechanisms that cause representational states to change without apparent reason (any more than 
those of us who are not addicts are). We all make decisions and form judgments in ways that 
are guided by the outputs of subpersonal mechanisms, which dispose us to take some options 
seriously and dismiss others and may strongly incline us toward a particular judgment. Making 
decisions in this way is not a limitation on our rationality, but partially constitutive of it. We 
could not make decisions at all if we did not have mechanisms that narrowed the search space 
for us, ensuring that the set of options between which we deliberate are tractably few. This 
kind of mechanism often helps to constitute our rational processing. In this case, however, it is 
dysfunctional and produces a maladaptive response.2 But because the person remains a rational 
agent, concerned to make sense of her own behaviour, she will justify her behaviour to herself 
in a way that is congruent with her former resolution to remain abstinent.

As Holton (2009) has emphasised, resolutions are never absolute. Rather, they come hedged 
with implicit escape clauses: conditions under which they are appropriately revised. I do not act 
irrationally or akratically if I revise or abandon my resolution to jog first thing in the morning 
should I realise that my partner is unwell, or that the road is flooded, or my neighbour needs 
urgent help. We do not, and cannot, specify the full range of such escape clauses: they are 
indefinitely many. Because this is true, we can quite easily deceive ourselves into judging that 
an escape clause has been triggered. I may, for instance, revise my resolution to skip dessert in 
the face of the thought that it’s a special occasion. Of course, sometimes it is a special occasion, 
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and I am right to do so, but I may multiply special occasions until I am consuming dessert more 
often than I am not. The addicted person, too, is likely to explain her behaviour by seeing an 
implicit escape clause as triggered (“today has been especially stressful”; “just this once won’t 
hurt”; “it would be hurtful to my friend to refuse”, or whatever). This may not be mere post-
facto rationalisation, in the sense that the unavailability of such a confabulated explanation of her 
own behaviour might be sufficient to prevent her abandoning her resolution. She has expecta-
tions about her own behaviour too, and the inability to update these expectations in a way that 
maintains a sufficient degree of coherence among her personal-level beliefs may constitute a 
stronger pressure to maintain the resolution than to abandon it.

Judgment-shift and control

Most people – laypeople and specialists alike – regard addiction as causing or constituting a 
pathology of control over behaviour. On the picture I have sketched in this chapter, the behav-
iour of the addicted person is controlled behaviour: at each moment, she acts rationally, given 
her own all-things-considered judgments. That does not entail, however, that she possesses 
rational control over her own behaviour. Or rather, the rational control she possesses may not 
extend across time sufficiently for us to say that she is genuinely in control.

The agent possesses control over her behaviour, including her drug-seeking and consuming 
behaviour, because it is appropriately sensitive to her reasons. Such reasons-sensitivity is what 
control consists in. As Fischer and Ravizza (1998) have argued, an agent or a mechanism pos-
sesses control over an action or a state of affairs to the extent to which she or it is capable of 
tracking reasons (which they call reasons-receptivity) and responding to some of those reasons 
(which they call reasons-reactivity). The addicted person’s behaviour exhibits a great deal of 
such sensitivity, and therefore of control. This is true for most of the time when she is abstinent 
and abides by her resolution, and it is also true when her behaviour is controlled by her judg-
ment that, all-things-considered, she ought to procure and consume the drug. But, while her 
behaviour may exhibit a great deal of control whichever judgment controls it, the shift from 
abstinence to seeking and using drugs is caused by mechanisms that exhibit an impairment in 
control (as measured by the strength and range of the reasons to which they are responsive). 
Prediction error minimisation mechanisms may be said to realise exquisite control in agents, 
when they are appropriately set up to track genuinely reason-giving states. But, in this case, the 
mechanism is dysfunctional and its capacity to track reasons is impaired.3

We began by noting that accounts of addiction very often give central place to loss of con-
trol as an explanatory notion. If the account offered here is on the right track, loss – or at least 
significant impairment – of control is indeed central to explaining lapses, and not only in those 
cases in which executive dysfunction or habit is at its heart. Extant control-based theories mis-
place the locus of the diminution of control when it comes to explaining many lapses. They 
explain lapse by a loss of control of behaviour, whereas on my account the loss of control is over 
judgment. Because the mechanisms that cause judgement-shift are significantly impaired in the 
range of reasons to which they are capable of responding, the person’s control over her judg-
ments is itself significantly impaired. Sometimes, at least, this impairment is significant enough 
that we may regard the person as losing control.

The fact that loss of control is central to explaining lapses is important, because many of 
the normative implications, and indeed implications for treatment, that are supposed to follow 
from extant control-based accounts may follow from mine too. If, for instance, a significant 
impairment of control excuses, then we have good grounds for reducing or eliminating blame 
for addicts in many circumstances. The fact that a loss of control is central to lapses may also 
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have implications for the incentives to which we can expect addicted people to respond, and 
therefore to the question of how we can help them moderate or eliminate drug use. Caution 
is needed in drawing normative and non-normative inferences, however: the fact that an agent 
lost control because a mechanism failed to be sufficiently sensitive to reasons, or was sensitive to 
cues that were not reasons, need not be an indication that the mechanism is generally reasons-
insensitive. The same mechanism may realise control under some conditions while failing to do 
so under others.

Conclusion

People lapse for a variety of reasons, and there may be a multiplicity of mechanisms that explain 
lapses. Plausibly, they sometimes experience a loss of control over behaviour. But often they 
continue to engage in controlled behaviour even while lapsing. Judgment-shift explains how 
agents may lose control in one sense, while retaining it in another: they may experience an 
uncontrolled shift from one controlled state to another. It is possible that judgment-shift explains 
some cases of ordinary akrasia (thereby explaining how we may lose control “with calm and 
even with finesse” (Austin 1979: 198). More dramatic cases, like shifting from a judgment to 
which the agent is strongly committed and behind which she resolutely stands, may require 
dysfunction in the machinery controlling judgment.

In this chapter I have suggested that the failure of the midbrain dopamine system to adapt 
to the reward value of addictive drugs (and, possibly, of gambling too; Ross et al. 2008) pro-
vides a mechanism for such dramatic judgment-shifts. The way in which this system responds 
to cues predictive of the availability of the drug explains how the abstinent person may find 
herself on the garden path to consumption. If this picture is correct, it gives us targets for 
intervention: besides targeting the neuropsychological mechanisms that are dysfunctional, we 
can target the environment in which the person finds herself, to enable her to avoid the cues 
that trigger relapse.
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Notes
1 In this chapter I use ‘addiction’ to encompass a problematic pattern of alcohol consumption as well as 

(other) drugs, and I use ‘drugs’ from now on to encompass alcohol. Making a distinction between ‘alco-
hol’ and ‘drugs’ is not only neurochemically unfounded, it is also politically invidious. It furthers what 
might be called the othering of those who consume illegal drugs and contributes to the perception that 
it is these alone that constitute the major social problem. Alcohol is responsible for more drug-related 
harm than any other drug (Nutt et al. 2010). Of course, many more doses of alcohol than of illegal drugs 
are consumed annually, so the incidence of harm is not a direct reflection of the harmfulness of the drug. 
Taylor et al. (2012) produced a consensus ranking of the harmfulness of drugs. Alcohol was ranked the 
fourth most harmful drug, behind heroin, crack cocaine and crystal meth, but ahead of many illegal drugs 
including cocaine, amphetamines and ecstasy.

2 At least, there is a strong case for saying the mechanism is dysfunctional if a subsystem in the nucleus 
accumbens fails to adapt to the reward value of drugs due to their production of a spike in phasic dopa-
mine. Right now, we cannot be confident that this is in fact the case. If the response of the relevant 
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mechanisms is of a similar magnitude to non-drug rewards, then we may conclude that the system is 
working as designed, to orient the organism to rewards in its environment. In that case, the judgment-
shift that occurs in addiction would be of the same kind we see in ordinary weakness of the will, and 
we would need to look elsewhere for what (if anything) makes addiction pathological. Addiction is, of 
course, complex, socially and neurobiologically, and we shouldn’t expect the hypothesis offered here to 
constitute anything like a complete explanation of its power.

3 Fischer and Ravizza are, in my view, insufficiently sensitive to the factors that may diminish, without 
entirely removing, control. Elsewhere, I suggest ways of extending their account to accommodate the 
different dimensions along which control comes in degrees (Levy 2017). It is important to recognise the 
ways in which control is degreed, because its loss is almost never total: in the majority of those cases we 
(rightly) regard as involving a loss of control, the relevant mechanisms remain capable of responding to 
some reasons.
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6
ADDICTION AND MORAL 

PSYCHOLOGY
Chandra Sripada and Peter Railton

“Moral psychology” designates inquiry into the psychological infrastructure required for moral 
thought and practice. Historically, moral psychology has played a large role in moral philosophy, 
and many of the great works in the history of ethics—Aristotle’s Nicomachean Ethics, Hobbes’ 
Leviathan, and Hume’s Treatise, for example—open their accounts of ethics with extensive psy-
chological theorizing. This makes sense, since ought plausibly implies can. So, a normative ethical 
theory should take into account fundamental empirical facts about what humans are capable of. 
A paradigmatic example is addiction, which has long raised questions about whether addicts’ 
motivations or capacity for self-control are affected in ways that should mitigate our norma-
tive assessments of their conduct. Historically, the relationship between moral judgment and 
addiction has not always been happy. For centuries, and even today in some quarters, addiction 
has been seen as a moral failing, rendering the addict culpable. It has taken years of empirical 
research to develop accounts of addiction that offer scientific alternatives to such moralization. 
However, medicalized approaches to addiction carry their own risks, since they threaten to 
remove choice or agency from addicts by positing “irresistible” desires driven by underlying 
physiological compulsions. What is needed is to understand the interaction of motivation and 
agency to see both how addicts can be exercising significant choice and how the mental and 
physical changes they undergo result in special and evidently difficult-to-manage problems for 
choice and action. Once we understand this interaction, we will be in a better position to pose 
normative and therapeutic questions about the extent or nature of an addict’s responsibility for 
her actions, and about what evaluative attitudes are appropriate for her, for those close to her, 
and for the wider society. If there is a moral problem with addiction, it seems unlikely to lie in 
addiction per se, but in the challenges addiction creates for personal choice, interpersonal rela-
tions, public health, and social policy.

Our aim here is not to engage these normative questions directly, but to discuss preliminary 
questions of how our frameworks for thinking about motivation and self-control might need 
to be enriched to accommodate the complex phenomenon of addiction. Moral psychology, at 
least as practiced by philosophers, has tended to approach addiction via highly stylized “ideal 
type” examples. This approach is akin to the physicist’s use of an “ideal gas”—artificially simpli-
fied and free of many of the forces and interactions found in any actual gas—to develop a basic 
framework for thermodynamics. The value of such idealizations depends upon how fruitful they 
prove in advancing inquiry into, and understanding of, real systems. We hope to show that, by 
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taking such philosophers’ idealized examples as a starting point, we can build step by step to a 
clearer conceptual and explanatory framework for addiction that converges at many points with 
the evolving empirical literature on addiction.

Introduction: a simple model of action and agency

We will begin with the “orthodox” simplified model of action that has prevailed in much con-
temporary philosophy, economics, and decision theory (Davidson 1963; Luce and Raiffa 1957). 
In this model, decision and action arise from the combination of two elements, beliefs and desires 
(or, in economics and decision theory, credences and preferences). The normative theory of decision 
and action builds upon this simple model: rationality in action consists in making choices that, 
relative to one’s beliefs, promote as far as possible the satisfaction of one’s desires.

Several features of the simplified model are especially noteworthy from the standpoint of 
moral psychology. First, while belief and desire are treated as co-equals in generating action, 
they are not similarly situated with respect to rationality. Belief is seen as a representational or 
cognitive attitude, and therefore evaluable as true or false and subject to rational processes of 
learning, inference, and justification. Desire, by contrast, is seen as a non-representational or non-
cognitive attitude, a tendency to exert effort on behalf of performing a given action or attaining a 
given goal. As such, desires can be stronger or weaker, but they cannot be true or false, or subject 
to rational processes like learning, inference, or justification (Smith 1994). Thus, even though 
action draws its goals from desire, desire itself lies essentially outside of rationality, except, perhaps, 
for some formal constraints, e.g., the transitivity of preferences.

Second, this model makes possible a simple account of what makes action intentional. The 
object of desire supplies the “aim” of action, and when this combines with an agent’s means-end 
beliefs to give rise to behavior dynamically oriented toward realizing that aim (in light of evolv-
ing circumstances and information), then we can say the agent is acting with a given intent. 
This contrasts with a case in which the agent’s behavior happens to satisfy one or more of her 
desires, but not via the operation of this kind of internal control process (Davidson 1963; for 
critical discussion see Bratman 1999).

Third, the simplified model enables us to give very straightforward answers to questions 
about the nature of free agency and willingness. An intentional action is free and willing when 
the individual is doing what she wants to do because she wants to do it, without external inter-
ference. Thus we have the key building blocks for a “compatibilist” approach to responsibility: 
other things equal, a person is responsible for an intentional action when she performed it freely 
and willingly. Responsibility is not a matter of whether her actions are caused, but how—by pro-
cesses that translate her beliefs and desires into action, or by factors that interrupt or pre-empt 
this process. No mysterious, uncaused “agent causation” is needed.

Fourth, the simplified model does not have an obvious place for emotion or affect. To be sure, 
it does not exclude the idea that affective states or attitudes can give rise to beliefs or desires that 
can then cause action (“his sadness made him long to return home”), or the idea that emotion 
can disrupt normal causal control of action by one’s beliefs and desires (“I’m sorry—in my anger, 
I lashed out reflexively”). But affect is not an integral part of action, and therefore not an integral 
component of our rationality, agency, or willingness.

Let us call the simple model, as extended into questions of rationality, agency, and responsi-
bility, the extended simple model. Thinking about addiction has played a central role in moral psy-
chology because it yields cases in which this extended simple model does not suffice to explain 
our intuitive sense that addiction can undermine rational, free action and diminish responsibil-
ity. Part 1 of this chapter examines ways in which an agent’s motivations can come apart from, 
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or fail to be regulated by, her goals, values, or ideals, even though the agent is “doing what she 
wants to do, because she wants to do it, without external interference”. Part 2 takes up the issue 
of self-control and ways that an agent’s abilities to actively and intentionally restrain wayward 
motivations can be undermined.

Part 1: motivation, values, and identity

Motivation has long held a central place in debates in moral philosophy, because moral consid-
erations are supposed to guide action, and action cannot take place without motivation—on this 
Aristotle, Hume, and Kant all agree (Aristotle 1999; Hume 1978; Kant 1996). And if moral 
considerations are to guide human action in their own right—not owing to external motives, 
incentives, or threats—then somehow recognition of moral considerations must suffice to yield 
motivation. But recognition is a cognitive process, while on the extended simple model, moti-
vation is non-cognitive and arational. This problem is made more daunting by the fact that 
moral considerations are supposed to be impartial and applicable to all rational agents, regardless 
of their individual differences in motivation or interest (Baier 1958). But on the extended simple 
model, an individual’s reasons for action always trace back to her desires, whatever they may be. 
These difficulties for the extended simple model are sometimes called “the problem of moral 
motivation”, or even “the moral problem” (Smith 1994).

Historically, rationalist philosophers had attempted to solve this problem by positing “sover-
eign reason” as a real part of the psyche, capable on its own of recognizing moral principles and 
deploying “the will” to supply or channel motivation. Thanks to “will power”, any refractory 
desires can be controlled and overridden. On this picture, if an addict recognizes moral reasons 
for quitting—say, living up to his responsibilities as a parent—yet fails to be responsive, he is 
ipso facto to that extent rationally deficient. A picture like this seems to have been partly respon-
sible for the long history of treating addiction as a moral failing: it is the addict’s short-term, 
self-absorbed thinking and “weak will” that explain why he is not keeping his behavior “within 
reason”—that is, within the bounds of moderation, prudence, or morality.

However, such a “culpabilization” of addiction not only failed to prove effective in chang-
ing the behavior, it contained a problematic explanatory posit: a “sovereign reason” and “will” 
that somehow stands apart from the individual’s actual motivational system, yet is still capable 
of acting or exerting will-power.

In the twentieth century rationalism waned, “sovereign reason” disappeared from empirical 
psychology, and something more like the extended simple model took hold. This made possi-
ble a non-culpabilizing explanation of addiction: it is a drug-induced disease in which the desire 
component in action hypertrophies into a pathology of “compulsive” or “irresistible” desires. 
This medical rather than moralistic approach encouraged less punitive attitudes towards addicts 
and greater research into the underlying causes of addiction, but it risked robbing the addict of 
agency altogether. By definition, what is irresistible cannot be resisted, and so the addict would no 
more be exercising agency in his behavior than a person who is tumbled over by a breaking wave.

So we are left with two problems that might seem quite different, the philosopher’s “prob-
lem of moral motivation” and the addiction researcher’s problem of understanding the ways 
in which agency may operate even when the individual is subject to the powerful effects of 
addiction upon the psyche. Despite their apparent difference, however, solving both problems 
requires something in common—getting beyond a conception of the motivational system as 
non-cognitive and arational.

We will consider two ways in which philosophical accounts of motivation have moved 
beyond this picture, inspired in part by thinking about addiction: (a) the idea that agency 
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involves a hierarchical structure within motivation, and (b) the idea that the agent’s values are a 
source and regulator of motivation.

Introducing structure and hierarchy into motivation

Interestingly, both of these revisions in philosophical accounts of motivation can be traced to 
the influence of a seminal article by Harry Frankfurt (1977), which introduced three intuitive, 
idealized examples, the “willing addict”, the “unwilling addict”, and the “wanton addict”. 
Even if no actual addict exemplifies a pure form of these “ideal types”—instead, elements of 
willingness, unwillingness, and impulsivity are likely to be mixed within him—they nonetheless 
enable us to identify features of the motivational system that arguably do play an important role 
in actual addicts, and that had hitherto not been adequately distinguished.

When the “willing addict” reflects upon his various desires—for taking the drug, for sustain-
ing close relations to family and friends, for sociability and a career, etc.—he recognizes that his 
desire to take the drug is stronger than all these other desires combined. He naturally regrets 
what he has to forgo in order to satisfy his addictive desire, but he is clear in his mind that the 
addictive life is the life for him. He identifies with this life, and so, even if the drug-related urges 
would prevent him from quitting, still, quitting is not a path he wishes to take. Therefore, when 
he takes the drug, he is acting freely and willingly.

The “unwilling addict”, by contrast, “sincerely hates his addiction” and what it has done to 
his life, his friendships and family, and his work. He disidentifies with this addiction, and “always 
struggles desperately . . . against its thrust”—but the drug-taking urges it produces prove too 
strong for him to resist and he is “conquered by his own desires” (Frankfurt 1977: 12). Thus, 
even though he, like the “willing addict”, is acting on his strongest desire when he takes the 
drug rather than spend time with his family, this is not the desire he wants to have dominate this 
decision, or his life more generally.

The extended simple model would say that both addicts are equally free and willing when 
they take the drug—they are, after all, doing “what they most want, because they most want it, 
without external interference”—but intuitively they seem not to be. They differ in their atti-
tudes toward their strong drug-taking urges in a way that is not captured by speaking entirely 
in terms of competition between desires of different strengths. Like all of us, they have multiple 
desires, which cannot all be realized at the same time or, perhaps, ever. But what the “unwill-
ing addict” experiences is not simply the disappointment of not being able to have everything 
he wants.

Can we understand the predicament of the “unwilling addict” without reintroducing a prob-
lematic “inner agent” standing over and above his motivational system? Frankfurt argues that it 
suffices to recognize a hierarchy among his desires. While the “willing” and “unwilling” addict 
have essentially similar first-order desires, the “willing addict” has a second-order desire that his 
drug-taking first-order desires be effective, while the “unwilling addict” instead has a second-order 
desire that his desires to maintain ties with friends and family, with his work, and with the larger 
community, be effective. One’s higher-order desires have an especially close connection with 
one’s identity: they embody not simply what one wants, but what one wants to want—the kind 
of person one is. Thus the “unwilling addict” will feel that he is “defeated” when his powerful 
addictive desires keep driving him to act in ways that destroy his relations with friends and fam-
ily and ruin his ambitions.

To illustrate how agency and the structure of motivation are bound together in a person’s 
identity, Frankfurt introduced a third intuitive “ideal type”, the “wanton addict”. At the first-
order level, the “wanton”, too, has both an overwhelmingly strong first-order desire to take a 
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drug and various other, conflicting, desires. But the wanton has no second-order desires of any 
kind—whichever of his first-order desires is strongest at a given moment, that is what he’ll do, 
absent interference. For example, if, on a given Saturday afternoon he desires to be with his kids 
but also to withdraw to his room and take the drug, he “either cannot or does not care which 
of his first-order desires wins” (Frankfurt 1977: 13)—he neither identifies with his addiction 
nor with his parenthood. Such a “wanton”, Frankfurt argues, is able to act, and even to act 
freely—that is, to do what he wants to do because he wants to do it, without interference—but 
there is a fairly intuitive sense in which he lacks an identity. Equally, he lacks a key component 
of what it is to be a person: a capacity for “reflective self-evaluation” of his aims, such that he 
could ask himself what he really wants to want (Frankfurt 1977: 7). Frankfurt speculates that 
perhaps highly intelligent animals are like this, and that this may help explain why we tend to 
think that, even though animals can act freely—doing what they want because they want to do 
it, without interference—we do not think of them as possessing free will or as responsible for 
their actions in the ways persons normally are. This suggests that, while animals might be able 
to model some aspects of drug addiction, they cannot model the profound challenges to one’s 
sense of freedom and identity faced by many human addicts (cf. Ahmed 2012). These chal-
lenges are surely central to the torment and uncertainty many addicts undergo, and pose special 
problems for the clinician—though they may also create pathways for treatment that would be 
absent in our animal brethren.

Even if actual addicts are unlikely to be pure cases of any one of these three types, this typol-
ogy helps us to distinguish different kinds of conflict and self-alienation within a motivational 
system, and how these are related to free agency, willingness, and identity. In a more realistic 
example, an addict might “hate” what his addiction is doing to his family, but at the same 
time “love” his drug of choice and the experiences it affords (Pickard 2017). In such a case, he 
will confront certain questions—from himself or others—like, “Are you really the father you 
take yourself to be?” The answer to this question, Frankfurt argues, does not lie in his self-
conception—if that self-conception doesn’t correspond to the actual structure of his motivational 
system, then he may only be deceiving himself (Frankfurt 2002).

Introducing affect and value into motivation

Frankfurt added hierarchy to desire, but he did not challenge the view that the desires at each 
level are themselves non-cognitive and arational. As such, they do not represent an act or out-
come as having any particular value or desirability (Frankfurt 1977, 2002). Critics soon pointed 
out that this markedly lessens the plausibility of the view (Watson 1987). Even the words 
Frankfurt used in his original article—words that he later withdrew (Frankfurt 2002)—tended 
to go beyond mere motive force. When the “unwilling addict” is described as “hating” his 
addiction, or the wanton as “not caring” which of his desires are effective, or the formation of 
second-order desires as linked to “a capacity for reflective self-evaluation” (Frankfurt 1977), we 
have moved into the realm of affect and value.

Such a move is only natural, given the connection between one’s motivational system and 
one’s identity. Imagine stripping the description of the “unwilling addict” of all affective or 
evaluative content. He might say, “When drug cravings occur, I really want to resist them. It 
isn’t that I care more about having a life with family, friends, and a career, or see such a life as 
more worthwhile or attractive. I just have this strong desire that my desires for these goals be 
effective, not my addictive desires.” This would be a surprisingly thin notion of identity—rather 
close, in fact, to the original characterization of the “wanton addict” who does not care which 
of his first-order desires win. If we are to explain the connection between motivation and 
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identity, or to capture the distinctive kinds of motivational conflict found in addiction, we will 
need to incorporate into the motivational system affect, value, and representational content. 
Indeed, motivation in the absence of affect or value is rare: even taking interest in an outcome, or 
caring whether it happens, or hoping that it will, or being pleased when one makes progress toward 
it, are species of affect. The motivational system of intelligent animals appears to be designed, 
not as a battery of basic drives (such as the “salt appetite” when salt-deprived, Berridge 2004), 
but as an adaptive system that flexibly allocates effort in accord with expected value as represented by 
the animal. And such value—whether hedonic, nutritive, social, or informational—is encoded 
in the multidimensional affective system, which mediates the transitions from perception to 
thought and from thought to action (Behrens et al. 2007; Behrens et al. 2008; Grabenhorst et al. 
2008; Barrett and Barr 2009; Lak et al. 2014). A foraging animal, for example, may find itself 
food-deprived and hungry in the early day, but still cache the food it gathers in anticipation of 
a time of greater future need. For such behavior to be possible, the brain must be capable of 
allocating effort in accord with an expectation of value or disvalue, not an occurrent motive 
force (Raby et al. 2007; Kolling et al. 2012). Indeed, the capacity of foraging animals to repre-
sent a wide array of values relevant to their well-being appears to be sufficiently sophisticated 
and information-sensitive that it can produce optimal foraging behavior in the face of the many 
trade-offs in a complex environment (in experimental simulations, humans can also exhibit 
optimal foraging, Behrens et al. 2007; Kolling et al. 2012).

We thus have a clue for how we need to enrich the hierarchical model: we need to see affect 
and evaluation as central rather than peripheral parts of the motivational system. One’s identity 
can be reflected in the structure of one’s motivations because they embody the agent’s underly-
ing feelings and values—what he cares about and why—not simply a hierarchy of non-cognitive 
“motive forces”.

Indeed, we now are in a position to offer an alternative to the “motive force” view of desire: 
an evaluative theory of desire according to which a desire that p (e.g., that I take the drug or that I 
spend the afternoon with my family) is a compound state coupling affective evaluation and motive 
force: a degree of positive affect toward a state or action p regulates a degree of effort oriented 
toward realizing p (Railton 2002, 2012). In the case of the “unwilling addict”, his first-order 
desire to spend time with his family involves a degree of positive affect (“caring”, “liking”, 
“attraction”, “cherishing”) toward the prospect of being with them, which can, when the 
occasion presents itself, elicit and orient a degree of motivation to spend time with his fam-
ily. Moreover, he has a strong negative second-order affective attitude (“hating”, “disliking”, 
“revulsion”) toward the idea of having addictive desires dominate his life, to the neglect of his 
family. This negative higher-order affective attitude elicits and orients a degree of motivation 
to “struggle” against domination of his life by addictive desires. However, while these attitudes 
would normally be sufficient to move a person to avoid the drug and spend time with his family, 
it seems to be a distinctive effect of addictive substances and practices (like gambling) to elevate 
motivation toward the addictive substance or practice out of proportion to the individual’s 
affective evaluation of it (Berridge and Robinson 2011; Robinson et al. this volume). That is, 
addiction can ramp up motive force directly, to a degree independent of the normal regula-
tion of motivation of one’s evaluative attitudes. Thus the individual can feel “undermined” or 
“defeated” because his values are being “undermined” and “defeated” in exerting their normal 
effect on what he is moved to do (Railton 2012).

On the evaluative picture, desire involves representation content—the representation of an 
action or outcome as having a certain positive or negative expected value. Such representations 
can be more or less accurate, and more or less sensitive to evidence and subject to inference. That is, 
they show that desire can be brought within the scope of cognition and rationality after all.  
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A positive affective attitude toward p generates not only a motivating disposition to pursue p, 
but also positive evaluative expectations about what it will be like to obtain p. If the actual experi-
ence of p differs from expectation, this information can be used to update evaluative expecta-
tions going forward, permitting evaluative learning and subsequent reallocation of attention and 
effort (Lak et al. 2014). Importantly, the human affective system is capable of a very wide range 
of positive and negative attitudes—from liking or loving to trusting to fearing to admiring to dread-
ing to finding disgusting to feeling sympathy to blaming to feeling guilt or shame—corresponding to 
the complex array of values that figure in a full human life. Each of these attitudes elicits and 
guides motive force in a distinctive way, and with distinctive evaluative expectations for subse-
quent actions or events. Thus all can collaborate in helping calibrate an individual’s evaluative 
representations, depending upon whether or how much expectations are met. Thus a child feel-
ing generalized anxiety when entering a new school will come with experience to form more 
specific and focused affective evaluations, learning whom to trust and whom to fear, finding 
companions and ceasing to panic over social rejection at each lunch hour, and concentrating 
more concern in the subjects where she was least prepared.

It appears to be another distinctive effect of addiction to interfere with such learning, 
whether by disrupting the shaping of action by affective evaluation or by distorting reward sig-
nals to over-represent drug-taking reward and under-represent other sources of reward (Levy 
this volume). In this respect, addiction is also a cognitive disorder (Hyman 2009). Note, how-
ever, that this is not in contrast with it being a motivational disorder—cognitive content and 
learning are pervasive features of the motivational system.

Moral psychology and motivation

Returning to issues in moral psychology, we can see how the enrichments of the theory of 
motivation made in response to challenges posed by addiction may enable us to reframe some 
long-standing problems in a promising way.

Free, willing action was glossed as “doing what you want, because you want to do it, without 
external interference”, yet the “unwilling addict” makes this seem untenable. On a hierarchical, 
evaluative model of motivation, however, the gloss is closer to, “doing what you most value 
and identify with, because you value and identify with it, without external interference”. This 
seems intuitively more plausible, and makes it clearer why free, willing action has such a central 
role in questions about how to live and how to evaluate actions and agents.

And recall that the “problem of moral motivation” involved the discrepancy between recog-
nition of moral value as a cognitive state and motivation as a non-cognitive force. Once we under-
stand that recognition of value is encoded affectively, and that motivation is normally regulated by 
affective evaluative representations, then we have a potential bridge between recognizing moral 
considerations and being moved to action by them in their own right. It all depends upon to 
which values our affective system can render us directly sensitive. For example, humans appear 
to be equipped with a sophisticated capacity for empathy, which can generate representations 
of others’ points of view and mental states by means of simulations run on one’s own affective 
system (Decety et al. 2012). Because these simulations involve affect, they encode as well the 
positive vs negative valence of what others are experiencing, and can generate corresponding 
motivational dispositions. If you come upon a lost child in the park, and affectively register her 
fear and the riskiness of her situation via empathic simulation, then your affective responses are 
encoding what is morally relevant in the situation. And because these are affective responses, they 
can move you to act directly on the child’s behalf without mediation by self-interested motiva-
tion, and even at some expense to yourself (Crockett et al. 2014). To the extent that others’ 
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predicaments can touch us, or their behavior can arouse our admiration at its generosity or 
outrage at its cruelty, moral considerations can move us to action via the motivational system, 
not despite it.

The evaluative theory of desire implies that an addict’s values—reflecting his complexity as a 
person, his commitments, and his capacity for empathy—will continue to shape his dispositions 
to act in countless ways, even when addictive desires are predominant. This means that changes 
in his circumstances, relationships, opportunities, resources, or incentives can shift the motiva-
tional balance and affect his choices. By improving the situations, relationships, resources, and 
options available to the addict, we can work with, not against, his motivational system and the 
underlying values it embodies.

Part 2: self-control and inner struggle

Weakness of will, judgment shift, and fallibility

A second main area in which addiction has been thought important for moral psychology is the 
domain of self-control. So-called “weakness of will” has been a preoccupation of ethics ever 
since philosophers gave up the Socratic idea that if one has genuine ethical knowledge, then 
one’s behavior will simply follow suit. Sometimes one’s judgment of what is best seems to lose 
out to temptation. Once again, the “unwilling addict” has served as something like a paradigm 
case. We have seen how, on the evaluative model of desire, we can explain how addictive wants 
can come to be experienced as “alien” and outside one’s control. But what happens in weakness 
of will is not simple loss of control—after all, the individual goes on to eat the over-rich dessert 
or head to the bar rather than home in an intentional, goal-directed way.

The important fact that intentional agency is still active in cases we describe as “yielding” 
to temptation has led some theorists to hypothesize that the agent’s evaluation or judgment of 
the situation itself changes, elevating the “decision weight” of the temptation, and she then is 
moved and acts accordingly (Watson 1999; Holton 2004). What could account for this change 
of mind?

Consider the following pair of option sets:

Option set 1    Option set 2

A. $100 delivered 30 days in the future  C. $100 delivered now

B. $110 delivered 31 days in the future  D. $110 delivered tomorrow

Most people choose B in option set 1 and C in option set 2. This cannot be because people in 
general prefer getting money earlier (even at some cost), since that happens in A as well as C. 
The choice of B in option set 1 suggests that it is the immediacy of the outcome in C that tips the 
balance in its favor. There are various ways of discounting value over time that result in such a 
special value for immediacy—most notably hyperbolic discounting (Ainslie 2001; Ainslie this 
volume) and the beta-delta model (Laibson 1997). For our purposes, what is important is that 
this seems to be a case of evaluation or judgment shift. The agent pursuing the short-term options 
doesn’t, at the time of action, act contrary to what she judges best but rather what she judges 
best shifts in favor of the short-term.

The use of drugs, too, plausibly involves tradeoffs between immediate versus delayed out-
comes. The desirable effects of taking a drug, e.g., euphoria or pain-deadening, are usually pro-
duced immediately, while the detrimental effects—hangover, withdrawal syndrome, disruptions 
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to work and family life, etc.—tend to unfold later. For a binge-drinker, from the perspective of 
early in the week, the desirable and detrimental effects are both at some temporal distance, and 
she may judge it preferable to stay sober this weekend. But on Friday evening, the desirable effects 
are much closer than the detrimental ones, and her judgment shifts. While hyperbolic discounting 
describes the behavior of most people, and even many animals, studies have found that addicts 
have steeper-than-normal hyperbolic discounting functions for a range of potential goods and 
harms, and perhaps this explains their special vulnerability. It may also help to explain the seeming 
irrationality of addicts—while it is not irrational to act on one’s strongest preference at a time, many 
contend it is irrational to have intransitive preferences over time (Davidson et al. 1955).

Other theorists have argued that much of what commonsense views as “will-power” actually 
consists of cognitive and imaginative strategies that reduce the salience of a proximate stimulus 
and enhance the appeal of gains to be received in the distant future (Mischel et al. 1989). On this 
view, succumbing to addictive urges isn’t due to “weakness” of one’s will or the overpowering 
nature of the opposed motive. Rather, it is due to a failure to exert one’s will at all, which in 
turn is due to the fact that certain cognitive/imaginal skills that would have shifted the balance 
of motivation in favor of future gains failed to be employed.

Why might individuals fail to exercise cognitive and imaginal capacities to combat drug-
directed inclinations? Neil Levy (this volume) conjectures that the neurochemical effects of 
drugs on mechanisms for belief updating play a role. Levy starts with the widely accepted idea 
that drugs of abuse produce changes to the brain’s reward representations. The novel aspect of 
his model is that he proposes an interesting form of doxastic mediation: changes in behavior pro-
duced by alterations in reward representations are mediated by changes in one’s beliefs. The idea 
builds on increasingly influential “prediction error minimization” models (Hohwy 2013; Clark 
2016). Levy posits that when an addict is exposed to a cue that is associated with reward avail-
ability (such as spending time with a friend with whom one consumed drugs) she experiences a 
spike in phasic dopamine that signals the world is much better than expected. This signal, Levy 
suggests, can, in at least certain circumstances, produce downstream correspondent effects on 
her beliefs and rationales for action. That is, to explain the “better than expected” signal, the 
addict changes her beliefs about spending time with this person and the reasons to do it (e.g., I’m 
visiting her just to relive old times). In this way, one’s doxastic barriers to using drugs are slowly, 
often stealthily, eroded away, setting one up for an eventual shift in judgment.

The preceding three explanations for judgment shift—hyperbolic discounting, failures of 
imagination, and “doxastic erosion”—certainly help to explain why some addicts will abandon 
their original intentions and decide to resume use of drugs. But it is possible that a key phe-
nomenon in addiction remains unexplained: Some addicts report that they were sincerely and 
wholeheartedly opposed to their succumbing to drugs and that giving in was simply not under 
their control (indeed, the first step in Alcoholics Anonymous says “We admitted we were power-
less over alcohol”). The models of judgment shift discussed so far don’t obviously explain how 
a person could be genuinely powerless to prevent a lapse.

One model that might shed some insight into this more extreme kind of powerlessness (if 
it exists at all) builds on the observation that judgment processes, like all mental processes, are 
fallible. They are fallible not just in the superficial sense that people often make mistakes if they 
are careless or don’t know how to do something, but rather in a deeper sense that in undertak-
ing any complex multi-step process, some non-zero rate of “pure” error is inevitable. Forming 
a reflective judgment about what to do when facing a temptation is certainly a complex process 
that involves elaborate coordination between doxastic, attentional, mnemonic, imaginal, and 
regulatory processes, and so its intrinsic error rate—i.e., the rate of error that is not attributable 
to lack of motivation or lack of skill—will, even if small, surely be non-zero.
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Now imagine that an “unwilling addict” has about the same rate of intrinsic error in “resist-
ing temptation” as the ordinary person, perhaps 98 out of 100 attempts are successful while 
two are unsuccessful due to intrinsic errors in the psychological substrates underlying judgment 
formation. Still, if, due to her addiction, she is assaulted more frequently with transient thoughts 
of drugs or urges to take them, and living the kind of life she does confronts her more frequently 
with situations in which drugs or drug cues are proximate, then—even with a 0.98 success 
rate—the chance that she will fail at some point will be troublingly high, high enough that 
we should not be surprised, indeed we should expect, that she will lapse even after a substantial 
period off the drug. Yet if such a lapse is indeed due to (rare) intrinsic error—where susceptibil-
ity to such errors is plausibly an inherent part of human psychology—it would seem to be unfair 
to accuse such individuals of having a “weak will” or character flaw in matters of self-control 
(for detailed discussion of this “fallibility model”, see Sripada 2017).

Architectural models of the mind

It is a platitude that addiction involves “inner conflict”, but this idea might be understood in 
different ways. Thus far, the models we have discussed focus on conflict understood as stark 
disagreement in content, or failure of “mesh”, between the motives that are the direct anteced-
ents of action and “deeper” states that are more intimately connected with one’s identity, such 
as one’s second-order desires or one’s values. This kind of conflict can be contrasted, at least in 
a rough and ready way, with a still more active form of conflict, which we might call “inner 
struggle”, in which a person engages in ongoing intentional activity for the explicit purposes 
of suppressing or blocking expression of certain of her own motivational states. Addicts often 
describe themselves as engaged in an ongoing battle with parts of their own psyches, which is 
sometimes described in the language of interpersonal combat—e.g., “It took everything I had, 
but I beat it back” or “I fought hard but it got the better of me.” It is likely that this aspect of 
the phenomenology of addiction reflects not just lack of mesh between one’s values and one’s 
action but rather active, intentional inner struggle.

There is an interesting, and sometimes underappreciated challenge, however, in trying to 
make sense of the phenomenon of active inner struggle. To see the issue, return to Frankfurt’s 
unwilling addict. Though Frankfurt is not explicit about this, it is plausible that the unwilling 
addict’s strongest desire is his first-order desire to use the drug. If this desire were not his strong-
est, then it is not clear he has a problem in agential control at all—for example, if his desire to 
be with his kids were his strongest, he already has the “will he wants to have” and simply stays 
with his kids. A problem in his agency arises because his desire to use drugs is his strongest and 
he also has a (strong) second-order desire that his desire to use drugs should not be effective in 
action. But given that, when two desires compete, the stronger wins (this is a basic background 
principle in belief/desire psychology), it is hard to see how the unwilling addict could ever 
actively and intentionally resist his first-order desire to use the drug—by stipulation, the latter 
is his strongest. The root of the problem consists in the fact that in the architectures we have 
considered so far, it is not obvious how a person can intentionally undertake an action with the 
(sole) purpose of thwarting her strongest desire.

This issue being discussed has been dubbed the “problem of synchronic self-control” 
(Mele 1987; Kennett and Smith 1996). One approach to addressing it consists of adding addi-
tional structure to the agent’s mental architecture. Consider the following model proposed 
in Sripada (2014): The agent’s motivational architecture has two major structural compo-
nents. One component comprises a network of spontaneous, often unconscious processes that 
are linked closely to stimuli—various affective attitudes and thoughts are continually being 
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elicited by experience, coming and going essentially unbidden. The second component com-
prises a network of more controlled processes in which serial, reflective, conscious thought and 
judgment take place.

These two networks operate in parallel, though not without dialogue between them, and 
each has its own distinctive ways of processing and using information. Each, moreover, is capa-
ble of producing intelligent, goal-directed action. However, in Sripada’s model, the second 
component also has proprietary access to a variety of regulatory mechanisms—that is, this second 
compartment is the sole basis for determining whether or not regulation is undertaken. When 
regulatory processes are engaged, they can suppress the action-tendencies initiated in the spon-
taneous component (see also the “tripartite” architecture proposed in Dill and Holton 2014).

A theory along these lines can give psychological reality to talk of active inner struggle that 
includes intentional actions designed to thwart parts of one’s own psyche. Suppose an addicted 
individual has just encountered a situation with salient drug cues and immediately experiences a 
yearning for the drug. If she were not vigilant, that is, not also engaged in controlled attention 
and deliberate, reflective processing of her situation, this strong desire would lead spontaneously 
to drug-taking behavior. However, she is vigilant, and step by step considers the consequences 
of taking versus not taking the drug, “making up her mind” that, all things considered, she 
should abstain—and thus forms the corresponding explicit intention. However, forming this 
judgment and intention doesn’t extinguish the wayward desire, which seeks its spontaneous path 
to action, pulling her back toward taking the drug. Here the inhibition and control processes 
proprietary to the deliberative mind come into play, as she “stands apart from” her spontaneous 
desire and “blocks” it from taking action—an active, effortful process, requiring concentration 
and attention, and vulnerable to fatigue.

This sort of divided mental architecture draws support from a large literature in cognitive sci-
ence and psychology that spans diverse subfields and methodologies. Specific lines of evidence 
include: neuroimaging studies identify distinct neural substrates of automatic and controlled pro-
cessing (Niendam et al. 2012; Lieberman 2000); lesion studies find damage to regions supporting 
controlled processes yield predicted patterns of behavioral changes (Shallice and Burgess 1991); 
and studies leveraging multiple methods have mapped specific pathways that transmit regulatory 
signals that modulate or override spontaneous responses (Aron et al. 2004). An important aim 
for future research is to further elucidate the processes that produce deliberative “step by step” 
reasoning in greater mechanistic detail (some progress towards this goal has already been made 
in several largely distinct areas of cognitive science—for example, Newell 1994; Anderson 1982; 
Botvinick and Cohen 2014; Hazy et al. 2006—but these results await integration).

If a model involving a divided motivational architecture is correct, then humans may have 
extensive powers to actively and intentionally exert regulatory control over wayward appetitive 
desires. How then might a person lose control over consumption of addictive substances? One 
answer that has had widespread appeal to philosophers, clinicians, and neuroscientists is that 
addictive substances produce irresistible desires. William James, for example, wrote that statements 
like the following “abound in dipsomaniacs’ mouths”: “Were a keg of rum in one corner of 
a room and were a cannon constantly discharging balls between me and it, I could not refrain 
from passing before that cannon in order to get the rum” (James 1890: 543).

Though supporters of irresistible desires views don’t often spell out the details, the basic idea 
is that addiction produces a mismatch between the strength of wayward desires on the one hand 
and the “strength” of one’s regulatory control processes on the other—the latter cannot sup-
press the former no matter how vigorously engaged. This might occur either because addictive 
drugs hypertrophy the strength of wayward desires, or undercut the ability of regulatory control 
processes to attenuate these desires, or both.
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There is a key problem for irresistible desires views: they fit poorly with observations of the 
regularity with which individuals with drug addictions do manage to successfully resist drug-
directed desires—for minutes (e.g., putting away needles when a policeman is walking by), for 
hours (e.g., during work hours or when traveling on a plane), even for days and weeks. Indeed, 
most individuals with addictions make multiple attempts to quit, and often succeed for extended 
stretches of time (see, for example, Chaiton et al. 2016 and Chiappetta et al. 2014).

To be sure, some, perhaps even many, addicts who attempt to quit will eventually relapse 
(McLellan et al. 2000; Kirshenbaum et al. 2009; cf. Heyman 2013). The point being emphasized 
here, however, is that addicts typically exhibit far more success in exercising conscious, deliber-
ate agency to regulate their drug seeking than a picture of “irresistible desires” would suggest. 
Indeed, a growing literature suggests that addicts are responsive to such incentives as changes in 
drug price or programs of monetary reward for reduced drug use (Hart et al. 2000; Zajac et al. 
this volume).

One way to explain why agents who have extensive capacities for intentional regulation of 
desires sometimes fail at it, with catastrophic consequences, consists in combining divided archi-
tectures of motivation with elements of the “judgment-shift” models discussed earlier. There 
we considered ways that one’s considered judgments might inappropriately shift due to factors 
such as: a tendency towards excessive discounting of the future, errant prediction error signals, 
or fallibility of our reasoning faculties. If we add these sorts of elements to a divided motivational 
architecture, this potentially yields a joint explanation for why addicts are capable of actively and 
intentionally suppressing their drug-directed urges (and why this might lead to a chronic sense 
of active inner struggle) and why they succeed on many (or most) occasions, but long-term 
success, without experiencing even a single potentially devastating lapse in self-control, is to an 
important degree rarer.

Conclusion

The study of addiction has enriched our understanding of the structure of motivation 
and action. Moreover, it helps us to develop a less culpabilizing view of addiction and a 
greater appreciation of the agency of addicts. This will not only ultimately put us in a bet-
ter position to investigate related issues in moral psychology, such as free will and moral 
responsibility, but will also help us to find more humane and effective ways of counteract-
ing some of the devastating effects of addictive substances upon individual lives and society 
as a whole.
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7
IDENTITY AND ADDICTION

Owen Flanagan

Identity and identification

Alcoholics and drug addicts often speak about no longer being themselves, of having lost 
their way, and loved ones, friends, the law, and the mental health community typically agree. 
The adult addict is physically continuous with some particular baby born years before, and 
they have an autobiographical memory of that particular individual life. Metaphysically speak-
ing, the addict is the same person they always were. But they are no longer the person they 
planned, hoped, or expected to be, or who others expected them to be. The kind of identity 
they have lost or are in danger of losing is the kind of identity that comes from executing 
authorial power to align, keep aligned, and then continually recalibrate, one’s actual life in 
terms of one’s vision of the good. Healthy individuals in healthy ecologies normally possess 
this kind of authorial control.

The addict like everyone else has some set of norms they aim to abide by, and ideals they 
aim to achieve, which, if they keep their eyes on the prize, would make them a success in life. 
But their addiction, which they themselves nurtured but not of course with the intention of 
becoming addicted, results in a mismatch between those norms and ideals, the vision, let us call 
it, and the reality their life enacts. Addicts in recovery speak of times when the quality of their 
behavior—out-of-control use, lying, cheating, stealing, sexual promiscuity—was plummeting 
faster than they could lower their standards. Morality and most other things that matter to the 
addict were bulldozed aside by the rapacious and relentless desire to use. Once in the grip of 
addiction, the addict behaves in ways that actively and consistently undermine achieving the self 
they aim at, that they wish to be. The life of an addict fully in the grip of some substance is self-
undermining in a deep existential way. There is someone they wish to be, but their behavior 
undermines achieving that self. This is one of several reasons their predicament seems hopeless 
(Flanagan 2011; 2013a; 2013b; 2013c).

Addiction is an ironic disorder. The very community that provides the set of socially certi-
fied norms and aspirations for a good life, also often sets out norms for using alcohol and other 
dangerous drugs in ways that mark membership in that community. Many addicts become 
addicts because they become too good at following communal exemplars, role models, and 
scripts for using dangerous substances as modeled in and by the very communities they seek full 
adult membership into. They are substance-using overachievers. The same communities that 
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offer up visions of a good person and a good life also offer up rituals for substance use that will 
inevitably catch out the vulnerable and cause them to ruin their own lives, sometimes the lives 
of people they love, as well as of innocent bystanders. One reason for the resiliency of addictive 
habits is that addiction often involves one’s deep normative identification with the practices of 
communities in whose terms one seeks one’s good, which include recreational and ceremonial 
use of the very substance the addict cannot eventually safely use. This has implications for both 
how to conceive of the nature of addiction, its ontology, and for what the addict needs to over-
come, which at least for the kind of addiction I aim to discuss is more than a problem with brain 
circuitry and more than an unfortunate habit or peculiar dosing relation with some substance. 
And it is certainly not an allergy, in contrast to what the Big Book of Alcoholics Anonymous 
says. It is the opposite of an allergy. Addicts, some addicts at any rate, are drawn to their “drug 
of choice” because it is in certain respects identity conferring and identity constituting.

By my rough arithmetic, I have listened to at least twenty thousand testimonials of alcoholics 
and addicts over the years, mostly in rooms of AA but some in NA meetings. Almost everything 
people say in these meetings pertains to exactly three things: “what it was like, what happened, 
and what it is like now.” This is not perfect evidence, but it counts as some data about how 
addicts conceive of what ails them (Flanagan 2011; 2013c). I have come to believe that many 
theorists of addiction don’t remotely get how existentially loaded many addictions are. When 
a culture authorizes use of mind-altering and potentially addictive substances, it almost always 
does so in rituals that mark matters of human significance: birth, friendship, sexual coming of 
age, romance, marriage, creativity, authenticity, season’s changing, plantings, harvests, in-group 
holidays, business success, death, celebration of our values, calm, equanimity, solidarity, as well 
as sacred, sacramental, transcendentally significant zones of life. Many addicts experience power-
ful ongoing identifications with the communities that initially authorized use and taught them 
how to use. Eventually the addict transgresses norms of proper and decorous use, and loses their 
welcome—sometimes in late stages even in subcultures of other addicts. They find themselves 
alone, out-of-control, and the subject of their own and their community’s “incomprehensible 
demoralization” (AA Big Book 2001, p. 30). It follows that the project of overcoming addiction 
involves, in part, changing a lifestyle, not just a single habit, and finding ways to safely belong to 
a community without partaking of all its identity signaling, creating, and constituting practices. 
Sometimes this cannot be done, and the addict must find a new community to which to belong 
and in which to find their way.

The increasingly popular idea that addiction is a brain disease competes with the way addic-
tion is experienced by addicts. No doubt using alcohol, cocaine, heroin, and so on, to the point 
of addiction changes the brain. But addiction is also part of an existentially charged lifestyle. This 
matters to the ontology of addiction, to inquiry into what addiction is, and it matters to the kind 
of therapeutic work needed to undo addiction. Let me explain.

Caveat: My analysis of identity-constitutive addiction might apply broadly. In this chapter I 
leave aside the question of whether and/or how it applies to prescription drug addiction, which 
often arises privately as a consequence of overusing pain medications or anti-anxiety drugs, but 
without similar permissions or practices of communal use.1

For the rest of the chapter, when I use the terms “alcoholism” and “addiction”, I mean to 
refer to the large class of drinking or drug problems that involve loss of control, obsession and 
craving, and identification with a community of users that introduced the way of life that is now 
out-of-control. This type of addiction—identity-constitutive addiction—is comprised in part 
by strong identification with the social network in which the addiction took root. Recovery 
requires a certain amount of identity undoing, which is both difficult and possibly very costly.2 
Overcoming the aspects of addiction that come from disequilibria of the “wanting-liking” brain 
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subsystems, or a “mid-brain mutiny,” or the loss of PFC control over the economy of desire, 
come more easily than reorienting an entire person’s deepest identifications.

Social psychology and identity

I start with some commonplaces from the human sciences:

 • Humans are normative animals and masters of imitation (Hurley & Chater 2005).
 • The practices of the community or communities one belongs to are identity constitutive.
 • The practices of communities are contagious (Christakis et  al. 2008). Drinking habits, 

smoking habits, eating habits, drug-taking habits cluster independently of rationale and 
coercion.

 • There is pride in community membership, often in several communities or associations at 
once. One can identify, for example, with being a good husband and father, a good drinker 
with a band of brothers, and an upstanding citizen.

 • The practices of communities can mutually reinforce each other or compete with each 
other. One can be a member of the church of the Immaculate Conception and the Mafia.

The key idea is that many substance addictions are grown in communities of use inside which 
using dangerously is approved and authorized, which communities, however, also abide by 
norms that full-on addicts reliably transgress. Across the earth, group membership commonly 
involves ritual acquisition for using specific mind-altering substances in specific ways. Catholic 
Mass and Jewish Seder require wine. The Achuar of Ecuador take ayahuasca to mark puberty. 
In Yemen, a Muslim country, where intoxicants are strictly proscribed, elder males chew the 
narcotic khat day-in and day-out. Knowing how to use in the right ways signals that one is a 
member of that community whatever it is. Two communities are particularly important in the 
development of many addictions, one largely involuntary, and the second more voluntary:

 • Lineage communities that model particular historical, familial, religious, and class permis-
sions, scripts, and conventions for using.

 • The practices of adolescent communities that compete with lineage community practices, 
by some mix of lowering the conventions governing age of use, contexts of use, amounts 
used, and/or by offering new or different mind-altering substances to members from those 
on offer by the lineage community.

Social communion and licenses to use

Two tales:

 • Mike O’Hara Jr. grew up just north of New York City in the 1960s in a large Irish Catholic 
family. The family identified as “Irish” even though the last Irish ancestors had come over 
a full century before during the potato famine of 1848. Mike’s dad, Mike Sr, was a suc-
cessful businessman in the city, the first in his family to go to college on the GI Bill after 
serving in Patton’s Third Army in the Second World War. The O’Haras were a family of 
“drinkers.” They said so, acted so, and were proud to be drinkers. They were also good 
Catholics, hard-working, reliable, and morally upstanding. Every now and then an aunt or 
uncle would have to “go on the wagon,” but only one family member, poor Aunt Irene, 
had succumbed to the charms of the cup and died an early alcoholic death. When Mike Jr 
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was 18, the drinking age in 1968, Mike Sr taught him how to make a martini. Mike Jr does 
not recall anything about that night after the ritual instruction conveying that sacred family 
knowledge, and the first sip toasting his birthday with his beloved father. He had a black-
out. In college, Mike Jr, like almost all American students, especially those with familial 
permission, drank in ways that fit every definition of “abuse” and “misuse.”3 When he was 
37, Mike Jr’s wife asked for a divorce in part because he was a philanderer and a liar. Three 
years after the marriage ended, Mike Jr started to have trouble at work, he was depressed, 
and an annual physical showed unhappy liver enzymes. He went to AA, admitted he was 
an alcoholic, and tried to sober up.

 • Leon Washington grew up in East St Louis, Missouri. His hard-working Mom and 
Grandma raised him and his two sisters. Leon was a good basketball player and fantasized 
in elementary school about playing in the pros. He did not make his middle school JV 
team. In 9th grade Leon started to hang out in the park where boys from each high school 
grade had separate turf and where they smoked weed. Leon was drafted into the army in 
1967 immediately after graduation, and fought bravely in the battle of Hué during the 
Têt offensive in Vietnam, where he saw two close comrades die, their faces blown off. 
There were casualties among the Viet Cong and North Vietnamese People’s Army, but 
he knew also that his battalion killed a lot of ordinary people in Hué. Leon returned home 
in 1969 after being honorably discharged. Students at Washington University in St Louis 
and University of Missouri, Columbia, were in the news everyday protesting against 
the war. Leon thought this was “fucked-up.” Back home, Leon returned to his band of 
brothers, now mostly vets, who hung out near the basketball courts, smoked lots of pot, 
and started to use heroin. He worked as a janitor at the VA hospital, became a junkie, 
got hepatitis C, and went to jail four times in the 1970s. When he returned again to the 
hood in the early 80s, he promised himself, his Mom, and his baby’s Mom, that he would 
never use junk again. He drank Colt 45 malt liquor with friends, smoked some pot, and 
started to smoke crack cocaine, which he thought was safe, or at least not as dangerous 
as junk. Leon has lost 30 lbs, doesn’t work, lives with his Mom, and will do pretty much 
anything to score crack.

The purpose of these two stories is to fix the mind on the fact that humans are gregarious 
social animals who are raised in communities where there are relatively clear lines defining 
which groups one belongs to and doesn’t belong to, what is in-group and what is out-group. 
Second, these groups typically provide various permissions and scripts for using dangerous 
substances. Books like Nick Reding’s Methland (2009) and Jeet Thayil’s Narcopolis (2012) tell 
gripping stories about the different permissions, rituals, economies, and substances, meth-
amphetamine versus opium and heroin, which are authorized, especially among the young 
and among experimentalists, in Oelwein, Iowa, in the first decade of the 21st century, and 
in Bombay in the 1970s, respectively. Methamphetamine is advertised as excellent for hard-
working people like the farmers of Iowa. It keeps one awake and alert. Opium and heroin 
have special virtues for associations of sexual experimentalists. Film and literature are filled 
with encomiums to drink as a source of artistic creativity, and to its central place in achieving 
the great good of romantic love.

Augusten Burroughs’ Dry is a memoir of a specific association of users, gay professional men 
working in New York City in the 90s. Burroughs explains that bars in New York City (and 
many other American cities) were suddenly the public places gay men went for conviviality, sex, 
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romance, possibly love, in the last decades of the twentieth century, and still into the first dec-
ades of the twenty-first century. “You’ll never know who you’ll meet or where you’ll end up. 
It’s like this fucking incredible vortex of possibility. Anything can happen at a bar” (Burroughs 
2003, pp. 23–24).

After Burroughs’ first attempt at abstinence, he goes into a bar and sees that it still loudly 
proclaims its romantic possibilities. The bar is not just a place that happens to sell drinks, like a 
grocery store sells laundry soap. The bar offers up a heavenly palette of aesthetic and existential 
satisfaction, love and beauty, eros, philia—the sublime.

An expansive bar begins near the door and stretches back into blackness for what is 
probably miles . . . Behind the bar, colorful liquor bottles are lit from below like fine 
art. [T]hey look breathtakingly beautiful. Seeing them, I am filled with longing. It’s 
not an ordinary craving. It’s a romantic craving. Because I don’t just drink alcohol. I 
actually love it. I turn away.

Burroughs 2003, p. 136

In his memoir, The Wet and the Dry, Lawrence Osborne (2013) tries to apply the idea that addic-
tion is a way of achieving social communion in reverse. Osborne is a posh English “drinker,” 
who can’t stop. He surmises that he has been unable to get his drinking under control because 
the “English are very indulgent to episodes of alcoholic insanity. They strike them as sympa-
thetic, understandable, and a sign of being a real human being” (p. 51). He reasons that he needs 
to find a world where his lifestyle is not met with the same permissiveness. Brilliant idea: He 
will take his craft to Muslim countries where there are no permissions to drink, make some 
money, and get his drinking problem under control. Two birds, one stone. It doesn’t work. 
First, Osborne is a “drinker.” He isn’t just someone who drinks. He identifies existentially with 
being a “drinker;” second, it is now second nature both for existential reasons and because of 
his physical dependency for him to drink.

The group or groups one identifies with typically provides permissions, as well as indoctri-
nation, into authorized substances, proper doses, norms and rituals for using. Drinking Cultures 
(Wilson 2005) is a good anthropology that provides a needlepoint of detail to this picture from a 
wide array of cultures, from Ireland, France, Basque Country, Japan, the Czech Republic, UK, 
to several indigenous cultures in Mexico. Thomas Wilson, the editor, writes:

drinking alcohol is an extremely important feature in the production and reproduction 
of ethnic, national, class, gender, and local community identities, not only today but 
also historically . . . In many societies, perhaps the majority, drinking alcohol is a key 
practice in the expression of identity, an element in the construction and dissemination 
of national and other cultures.

2005, p. 3

Children see how adults behave on ceremonial occasions, at Christmas, and New Year’s, at 
baptisms and birthdays, bar mitzvahs and funerals, and they build aspirations to someday enter 
these holy zones and behave as the adults do. They also hear how adults speak of the transgres-
sions of adolescents and are attuned to how such a group behaves, what gets the attentions of 
the elders, techniques for participating in such groups below parental and police radar, and so 
on. In cultures or subcultures in which drug use is endorsed and signals membership in a group, 
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a fellowship, a community of users, the same sort of dynamic applies. The Steeler fans gather 
at Moriarity’s and drink only beer and shots; the gay men gather uptown and drink vodka and 
do lines of coke; the kids smoke weed at the basketball courts. Such information is readily 
publicly available.

Manliness

Communities that license using almost never endorse addiction. But they often endorse using in 
ways that are dangerous, that approach the line that addicts cross. Getting right up to the line is 
often advertised as worthy of admiration. In A Drinking Life (Hamill 1994), Pete Hamill vividly 
describes the association of drinking with being a man of a certain sort, a manly man, a working-
class Irishman in Brooklyn during and after the Second World War. His father modeled the 
ways of the bar life. The neighborhood bar was a hopeful place, a place for conviviality. “This 
is where men go, I thought; this is what men do” (Hamill 1994, p. 17).

For Hamill, every birth, baptism, first communion, confirmation, beginning of war, end of 
war, death, and funeral constitutes a reason to drink. Every important ritual involved essentially 
male drinking. As an altar boy he discovers that wine is essential to the mysterious sacramental 
zone of life. Alcohol is involved in transubstantiation!

And so the pattern had begun, the template was cut. There was a celebration and you 
got drunk. There was a victory and you got drunk. It didn’t matter if other people saw 
you; they were doing the same thing. So if you were a man, there was nothing to hide. 
Part of being a man was to drink.

Hamill 1994, p. 57

In the films all the Brooklyn boys of the 1950s saw, men drank:

In those westerns, in the gangster movies, in the war movies, and even the love mov-
ies, the men were always drinking. They shot each other in saloons and nightclubs. 
They got drunk on leave and got into wild, hilarious fights in waterfront bars. Some 
of the movie drunks were comical, some mean. With the exception of a few cowboys, 
even the heroes drank whiskey. They never got drunk.

Hamill 1994, p. 43

Even in the permissive community of Irish saloons in Brooklyn, there were rules: The hero 
“never got drunk.” The model was to tow that line. “I didn’t want to be a drunk. [A]nd yet 
drinking started to seem as natural to real life as breathing” (Hamill 1994, p. 107). Hamill, 
eventually in the throes of addiction, angry at himself and the world, now getting falling down 
drunk like his father, pub brawling like the ordinary grubby and rowdy ranch hand, still held 
to the “astounding illusion” that he could be an exceptional drinker, like the heroic upstand-
ing Marshall who frequents the saloon, but is somehow above the fray, or like “Bogart in 
Casablanca, sitting at the bar in a pool of bitterness, drinking his whiskey. I would be like that.  
I would just drink, quietly and angrily and say nothing” (p. 114).4

Over half a century earlier in one of the very first alcoholic memoirs, Jack Barleycorn (London 
1913/2009), Jack London tells us that, “Drink was the badge of manhood” (p. 28). The saloon 
was also the context, in some ways the only context, in the life of the docks of Oakland, in 
which men were social:
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A newsboy on the streets, a sailor, a miner, a wanderer in far lands, always where men 
came together to exchange ideas, to laugh and boast and care to exchange ideas, to 
laugh and boast and dare, to relax, to forget the dull toil of tiresome nights and days, 
always they came together over alcohol. The saloon was the place of congregation. 
Men gathered to it as primitive men gathered around the fire of the squatting-place or 
the fire at the mouth of the cave.

London 1913/2009, p. 3

But then, years later after embracing the life of drink, identifying with it, wanting it, London 
finds himself in this degrading situation at the end of a long sea journey. The ship docks, and he 
is filled with anticipation of being a cultural tourist in Japan, learning about the country, its peo-
ple, seeing its temples and gardens. “We lay in Yokohama harbor for two weeks, and about all 
we saw of Japan was its drinking places where sailors congregated” (London 1913/2009, p. 97).

The groups and the permissions for using are carved in multifarious ways along gender, age, 
racial, ethnic, and socioeconomic lines. Sometimes there are conflicting norms. Whereas the 
family of origin will typically try to model how adults from the lineage use responsibly, or on 
what special occasions irresponsible use is permitted, adolescents will almost always want to 
jump the gun, and, depending on the local ecology, will experiment with what is considered 
“cool,” the latest, and so on, among near-age friends. The key is that everyone conceives of 
themselves as belonging or aspiring to belong to specific groups. Pride, respect, and esteem 
accrue from experiencing oneself as a bona fide member.

Women and addiction

I have been speaking mainly about addiction and men. This is principled. I am committed to 
using what I call “the natural method” in understanding addiction. Listen carefully to first-
person phenomenology, to the addict’s reports of what it is like to be an addict (Flanagan 
2011; 2013a; 2013b; 2013c; 2016, 2017), and try to bring this into reflective equilibrium 
with what neuroscience, psychology, sociology and anthropology teach about addiction.  
I am a former addict and a man. I understand better how men got hooked from my own case 
and from listening to other men. But I have read about and listened to the reports of many 
women in recovery and I have many female friends and loved ones who were addicts. Here 
is one kind of story they tell. They had many of the same permissions to use socially and 
ritualistically as men, with many of the same rewards on offer: friendship, romance, glamour, 
fun, conviviality, relaxation, overcoming shyness and social awkwardness, and participation in 
many important social rituals. But they had none of the same permissions to be a jerk while 
using, and in addition there were rules about safety and prudence that restricted where and 
when and how much they used in public.5 In public women were to drink like ladies. If use 
escalated it did so when they started to develop a solitary habit secretively, by themselves, 
and as relief from boredom, anxiety, depression, low self-esteem or some admixture. The 
script was not hard to find. There is plenty of modeling in American culture of the idea that 
girls and women, as opposed to boys and men, are supposed to have their vices privately, and 
furthermore that moods and body image, especially for girls, can be altered by various secret 
regimens of eating, drinking, and drug taking. All the ordinary differences in gender sociali-
zation pertaining to modesty, decorousness, restraint on pleasure-seeking, and sexual purity, 
intersect with what is promised from substance use, as well as the permissions and restrictions 
on substance use.
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So, although the connection between femininity and substance use and abuse might be 
less visible in our cultural scripts than the connection between masculinity and substance use 
and abuse, its dynamics are no less real and important. Current gender norms for drinking in 
America indicate that women are drinking more like men, and thus less responsibly, rather than 
men learning to drink in “lady-like” ways.6

Being together and feeling together

The various groups to which one belongs as a member, or the ones an individual hopes to 
become a member of, not only model which substances are authorized, but also what they do—
produce “high-spirits,” hallucinations, feelings of euphoria, calm, chill, safety, sexiness, feeling 
bound to a “band of brothers,” and so on.

In Drinking: A Love Story, Caroline Knapp describes both the social endorsement and then 
eventually her first-personal discovery of the calm and safety that her parents’ pre-dinner drinks 
had advertised: “Growing up, I had an unsafe feeling. From early on, drinking provided the feel 
of a psychological safety net” (Knapp 1997, p. 69). Even before she experienced the fear lifting 
when she herself used, she saw that something magical, a quieting of fear or tension, occurred 
during cocktail hour. She writes this from the pose of a little girl, a sort of semi-participant 
observer in a familiar American middle-class ritual:

I liked the ritual long before I started to drink myself. Without realizing it, I had learned to 
look forward to it. My parents were normally so quiet: they’d sit on the sofa, my mother 
knitting and my father staring out the window, and a tension would hang over the room 
like a fog, a preoccupied silence that always made me feel wary, as though something 
bad were about to happen. My mother would say something about her day—about how 
she’d ordered some new curtains say, or taken the dog to the vet—and even though my 
father didn’t ignore her in any obvious way, you’d get the sense that he wasn’t listening, 
that his thoughts were about six blocks down the street. Five minutes would pass like 
that, or ten. Then he’d drink his martini, perhaps pour the second one. He’d begin to 
loosen up, and within a few minutes it would feel as though all the molecules in the room 
had risen up and rearranged themselves, settling down into a more comfortable pattern.

Knapp 1997, pp. 38–39

Later Knapp describes a dinner out as a young adult with her father, who had introduced her 
to “martinis, Spanish sherry and single-malt Scotch.” Now she could engage, genuinely partici-
pate, in the ritual where the “molecules rise up and rearrange themselves.” And she knew how 
to modify her own anxiety and awkwardness.

I sat on my hands, I remember feeling that particularly acute brand of teenage awkward-
ness, unable to think of a word to say, and I remember a thick interminable silence. I also 
remember an empty feeling, a wariness, something I often felt in my father’s presence—
looking for some nod of encouragement or approval from him, hoping for something 
to fill the gap between us . . . [B]ut then the wine came, one glass and then a second 
glass. And somewhere during that second drink, the switch was flipped. The wine gave 
me a melting feeling, a warm light sensation in my head, and I felt like safety itself had 
arrived in that glass, poured out from the bottle and allowed to spill out between us . . .  
the discomfort was diminished, replaced by something that felt like a land of love.

Knapp 1997, pp. 39–40
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Learning to drink in the way Knapp did involved acquiring a habit, learning an activity, partici-
pating in a form of life, for the sake of producing effects that answer to deep psychological needs, 
such as feeling safe, secure, not scared, not anxious, not awkward (Flanagan 2011). Drinking, a 
necessary condition of becoming a drinker, possibly a heavy drinker, eventually even, although 
no one aspires to it, becoming an alcoholic, is presented in many cultural niches—perhaps it is 
even a dominant trope—as a site of adventure, love, romance, sex, possibility, creativity. These 
are things that matter to people, common sites of deep identification.

Such communities also convey consequential messages about the contours and limits on 
acceptable use. In The Natural History of Alcoholism (Valliant 1995), George Valliant explains that 
coming from a family or ethnic group that does not disapprove of adult drunkenness, especially 
one that jokes about or approves of adult drunkenness, makes the normal male social drinker 
highly vulnerable to alcoholism. Perhaps this finding generalizes to other kinds of substance 
addiction so that the more normalized heroin or cocaine addiction are in a community, the 
more vulnerable the youth are to those kinds of addiction.

The shame of addiction

The etiology of the kind of addiction I am focusing on typically involves first using as one’s 
lineage community does and/or the way one’s community of peers does. Sometimes the identi-
fications involved are one and the same, other times they compete with each other, other times 
they co-exist. One drinks in the saloons like the elders and also smokes weed at the basketball 
courts in the hood. Adolescents are notorious for ambivalent identification with their lineage 
association. But they almost always know how to use as the elders do, even if they think those 
ways are for sissies and wimps; and, of course, they often revert to exactly these ways when they 
get older.

One who starts to use as one’s lineage uses or as one’s peers use is just using. If there is use 
of illegal substances or drinking and driving there is abuse or misuse. Some users use to the 
point that they become addicts. They reach a point where they want to moderate or stop, but 
can’t. They experience craving and obsession. They also transgress the norms for permissible 
using of the community of fellow users—they get greedy and sloppy—and they also transgress 
moral norms.

Caroline Knapp writes about the eventual structure of intimate relationships: “Mostly we 
lie” then we drink “to drown the guilt and confusion . . . the slow erosion of integrity” (Knapp 
1997, p. 196). This repetitive pattern enhances the self-pity and self-loathing. “I hated myself for 
living like this, but by that time I felt I’d lost control over the script” (p. 206).

Private suspicion that one has a serious drinking or drug problem leads to wonder and worry, 
and initially to a certain amount of private denial. Disapproval, even ordinary loving concern by 
friends and loved ones, encourage the alcoholic or addict to minimize, conceal, dissemble, and 
lie to others. This increases their maddening bewilderment and self-loathing, further energiz-
ing the cycle of minimizing, concealment, dissembling, and lying. Then there is transgressive 
and/or odd behavior while under the influence: promiscuity, odd emotional outbursts, stealing 
money or property to get a fix, and so on.

Some wonder whether the self who is revealed once one is in the grip of some substance is 
the “real self” or some alien form produced by the addiction (Arpaly 2017). For present pur-
poses, we can say this much: An addict’s self, like every self, is as Walt Whitman says “large” 
and “contains multitudes.” But like everyone else, the addict only reflectively endorses some 
of their impulses and desires. Other impulses and desires they aim to tame, regulate, control, 
moderate, keep contained, possibly to extirpate by self-work. If what we mean by the “real 
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self” is the set of reflectively endorsed ways of desiring and being, then the addict’s misbehavior 
does not reveal their “real self.” The addict performatively undermines that self. But if by “real 
self” we include the cacophony of all the impulses and desires that well-up in everyone, but 
that normally do not see the light of day, then the addict reveals them in ways non-addicts do 
not. Addictive substances disinhibit and weaken cortical control. This is substance abuse 101.

Furthermore, some, not all, desires and actions of the addict are new, produced by the 
alchemy of addiction and communal responses to the addiction. The alcoholic who weeps 
morosely about their plight, laments ever becoming this way, is having new thoughts and feel-
ing new emotions caused by their addiction and possibly by their expulsion from associations 
they care about. The crack addict who sells herself did not have an antecedent desire to have 
sex with anyone who wants her or who wants to be serviced by her. But she has a new and 
overwhelming desire for crack cocaine, and is willing to sell herself to satisfy that new desire, 
perhaps even at the cost of great shame.

The facts are that on either interpretation of what the “real self” is and where it resides, the 
addict comes to a point where they performatively undermine their plan to be a certain kind of 
self, a good person, and enact instead the sort of identity no one would endorse. There is terrible 
shame in the fact that one embodies an inversion of one’s own values.

Many think that it is bad to feel shame because shame, unlike guilt, which targets specific bad 
acts, involves an overall indictment of the person one is. But I think that shame is the right emo-
tion for a full-on alcoholic or addict to experience. First, addiction is all-consuming; it captures 
all the addict’s energy, as they crave, obsess, plan for the next drink or fix, strategize about skirt-
ing the disappointed survey of others, and about how to keep track of the lies and cover-ups. 
Guilt might be appropriate if the addict had a single bad habit, or a weakness in relation to some 
specific set of desires that sometimes pop up, take center stage, and then are hard to control, 
like a weakness for chocolate or strawberries or expensive shoes. Guilty pleasures are normally 
sated once one succumbs to one’s weaknesses. Addiction is not like that from the addict’s point 
of view. Addiction absorbs the bandwidth of attention, either as figure or ground, sometimes 
both at once. Addicts suffer obsessive thinking about their drug of choice, and typically some 
degree of constant craving. When the addict is not using, they will report craving, or mentally 
planning to use, or perseverating about their supply, or strategizing about how they will fit in 
things like doing their job and being a good parent. Being an addict is a way of life not just a 
habit or a hobby. The shame of addiction is abiding and penumbral. Second, shame is highly 
motivating. It expresses the verdict that one is living in a way that fails one’s own survey, as well 
as that of the community upon whose judgment self-respect is legitimately based. It is quite a 
bit more serious than the judgment that one shows certain weaknesses or character flaws. The 
addict experiences him- or herself as a normative failure insofar as, because of their addiction, 
they cannot live up to the standards for a good life that they themselves accept (Flanagan 2013a). 
The addict, according to my analysis, needs to reconfigure certain aspects of their identity, the 
way they are constituted as a whole person, not simply to quell some stubborn desires and 
change some behaviors. Bernard Williams writes that “Shame is a wish to hide or disappear, and 
this is one thing that links shame as, minimally, embarrassment with shame as social or personal 
reduction. More positively, shame may be expressed in attempts to reconstruct or improve 
oneself” (Williams 1993, p. 90). The downside of shame—and this does happen—is that rather 
than motivate, it can mark utter and complete demoralization and despair. Still, it would be mis-
guided for addicts themselves and for the others that wish to help them heal to deny that shame 
is what is experienced, that it is appropriate, and that it can be utilized as a powerful source of 
motivation to change the self and to recover.
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Communities of recovery

The addict has trouble putting their reasons, their best thinking, and their considered ideals in 
reliable control of their actions, and they have trouble abiding by the moral norms upon which 
their sense of their own integrity and self-worth turns. Addicts reliably speak of addiction as 
involving twin normative failings: loss of control over the substance and inability to stay on track 
and abide by the moral order (Flanagan 2013a).

Burroughs, many months beyond his last drink, knows what he wants, but this time his 
will works:

A Ketel One martini please, very dry with olives, I want to say. “Um just a selzer with 
lime,” I say instead. I might as well have ordered warm tap water or dirt. I feel that 
uncool. And suddenly, it’s like I can feel how depressing alcoholism really is. Basements 
and prayers. It lacks the swank factor.

Burroughs 2003, p. 137

The bar, the place of “breathtakingly beautiful” backlit bottles, “the fucking vortex of possibil-
ity,” the repository of the alcohol he does not merely drink but “actually loves,” is contrasted 
with the life of recovery that embodies all that is “uncool” and un-“swank.”

Somehow for recovery to work there needs to be this reckoning: the addict needs to come 
to terms with the veins of identification that partly constitute their malady. This might mean 
reconceiving the wisdom of the identification, separating the aspects of the communities to 
which one’s addiction is bound that are worth identifying with and those aspects—using—that 
are not, and to identify with those who now spend time in church basements, a community 
that, despite lacking “the swank factor,” is a community of genuine love.

Insofar as addiction is a social malady that involves identification with the practices of a com-
munity to which one initially wanted to belong, to be a good member, it makes sense that we 
ought to use communal tools to undo it and keep it at bay. If one thinks the addiction is only 
a disease of the brain one might be inclined to think that the brain is the right place to treat it 
and thus that pharmaceutical intervention is the right means. If one thinks that addiction is just 
an unfortunate behavioral habit, then one might recommend breaking that associative network, 
by avoiding “people, places, and things” associated with using. If one thinks addiction—at least 
a common kind—is a complex neuro-psycho-social phenomenon, a lifestyle, an existentially 
robust way of being that involves deep identification with aspects of the very kind of life that 
is now out-of-control, then one will think it wise to leverage it at all the locations where it 
has its tenacious hold. This might include the brain and behavior. But it will also include the 
identity-constitutive relations that still—perhaps will always—hold charms for the addict even 
in recovery. This helps explain how and why recovery of the kind of addiction I have focused 
on here ought to sensibly leverage the same needs for community identification and acceptance 
that in many cases lead to use and then to addiction in the first place; but now with the aim of 
undoing it by finding solidarity among people who get how powerfully most addicts were, and 
still are, motivated by powerful needs to belong (Pearce and Pickard 2012).
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Notes
1 Hanna Pickard makes this helpful suggestion for how the social permission analysis on offer might apply 

to the prescription drug case. She writes (personal correspondence) that in the case of prescription 
drugs “those with power and authority to give permission and the impression that the drug is ‘medicine’ 
and ‘safe’ do so. Indeed, on a conventional view of the doctor–patient relationship, once prescribed the 
patient is not only permitted, but required to take the drug, because their social role is to do what the 
doctor orders. Of course, sometimes people may over-medicate – they may exceed what is prescribed. 
But you might think that is exactly analogous to the point you are making about alcohol and other drugs 
in the relevant communities – a certain degree and kind of use is not only permitted, but encouraged 
and expected.”

2 There are three interconnected aspects of identity that may require renegotiation: 1) The addict will need 
to revise their self-understanding of themself as an addict, to something like a former addict, an addict in 
recovery, or an addict in remission since understanding oneself as an addict is a doomsday script; 2) The 
addict will need to provide evidence to themself and to their community for a revision of the view that 
they are a hopeless drunk or junkie; 3) The addict may need to sever relations with the people, places, 
things, rituals, and practices, even the entire form of life, in which their addictive habit took root.

3 Abuse is the preferred language in DSM-5. The Surgeon General’s report “Facing Addiction in America,” 
https://addiction.surgeongeneral.gov/surgeon-generals-report.pdf, claims that ‘abuse’ is considered 
shaming and thus that ‘misuse’ is the new term du jour (Flanagan 2017).

4 Eventually Hamill used this tactic on himself to get sober: “Drinkers are forgetters.” But another com-
munity he identified with, the community of writers, needs to remember. He worked successfully to 
grow his strongest identification with the association of “rememberers.”

5 Hanna Pickard who does clinical work with female alcoholics in the UK tells me she sees women alco-
holics who fit the profile I see in the USA primarily among men.

6 See: www.washingtonpost.com/national/for-women-heavy-drinking-has-been-normalized-thats- 
dangerous/2016/12/23/0e701120-c381-11e6-9578-0054287507db_story.html?utm_term=.027a0f 
9dc384.
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8
THE HARMFUL DYSFUNCTION 

ANALYSIS OF ADDICTION
Normal brains and abnormal states of mind

Jerome C. Wakefield

Is addiction a disorder?

Despite a recent explosion of illuminating empirical and theoretical research on addiction, 
the addiction field is divided over some basic conceptual questions. The most fundamental 
question is whether addiction is a medical disorder. Addiction is currently classified as a 
mental/psychiatric medical disorder in official diagnostic manuals such as DSM-5 (American 
Psychiatric Association 2013) and ICD-10 (World Health Organization 1992). It is fur-
ther considered a brain disorder by the National Institute of Drug Abuse (NIDA), based on 
observed well-documented neuronal changes in addicts that NIDA interprets as substance-
induced damage to the brain’s reward, inhibitory, and other systems (Leshner 1997; Volkow 
et al. 2016). The NIDA’s position that addiction is a brain disorder (which NIDA terms a 
“brain disease” despite the fact that such damage does not clearly qualify for the label ‘disease’) 
is repeated frequently in public statements and shapes research grant awards, so can justifiably 
be considered the standard current view among psychiatrists and researchers.

However, the claim that addiction is caused by brain damage and thus is a brain disorder 
has been widely questioned. Although tissue damage may occur from excessive substance use, 
it is puzzling that many addictive substances should happen to cause damage at multiple brain 
loci in precisely the way that brings about intense motivation to continue using that substance, 
yielding intensified desire, heightened sensitivity to cues of availability, reduced interest in 
other rewards, willingness to undergo painful tradeoffs to obtain the substance, reduction of 
inhibitory functioning of the cortex that usually restrains impulsive action, increased delay 
discounting favoring immediate gratification, and so on. These forms of “damage” look like 
what happens when one develops an overriding “peremptory” desire, that is, a desire that 
grips one such that mental functioning reorganizes in primary pursuit of the object of the 
desire. When in the throes of passionate erotic love or suffering from starvation, it is nor-
mal for one’s perceptions and reactions to reorganize around that central motive, and surely 
there are accompanying brain alterations. Simply identifying brain processes corresponding to 
the addicted individual’s increased desire/wanting, reduced inhibitory control, and lessened 
interest in alternative rewards does not resolve the puzzle of whether addiction is normal 
or disordered. For example, drug-preferring rats have larger neuronal assemblies firing in 
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response to the drug (Guillem and Ahmed 2018), but rather than being a brain disorder this 
could be the normal brain instantiation of strong preference.

Critics of NIDA’s “brain disorder” claim argue that the observed changes, rather than being 
brain damage, are the expectable results of a normal brain’s neuroplasticity, habituation, and 
restructuring in reaction to the intense learning process that occurs in response to substance use 
(Lewis 2017). Other critics, reacting to implausible claims of total lack of choice or control that 
seem implied by the brain-damage account, emphasize that the addicted individual is in fact 
making choices constrained by circumstances ranging from poverty and self-medication to sheer 
pursuit of pleasure and they deny that the series of such choices that constitute an addiction is 
a medical disorder (e.g., Ainslie 1992; Becker and Murphy 1988; Courtwright 2010; Hall et al. 
2015; Heyman 2009, 2013; Levy 2006, 2011; Pickard 2012, 2016; Rachlin 2007; Satel and 
Lilienfeld 2014). One might fear that such non-disorder choice models could unintentionally 
revive the moral condemnatory approach to addiction as a vice that deserves blame and pun-
ishment, and to create more constructive approaches some critics are rethinking the relevant 
notions of responsibility and blame (Lewis 2017; Pickard 2017).

I am going to argue that even if one accepts the critics’ argument that the evidence fails 
to demonstrate that addicts have brain damage, the conclusion that addiction is not a medical 
disorder does not follow. Relying on my evolution-based harmful-dysfunction analysis of the 
concept of medical disorder, I defend the view that substance addiction is a medical disorder even 
if addicts’ brains are entirely physiologically normal. However, to allow conceptual space for my 
argument that addiction can be a medical disorder without there being any brain damage, I must 
also argue against the larger principle, which has become an ingrained assumption in much con-
temporary psychiatric theory and research under the label of “neo-Kraepelinianism,” that mental 
disorders must always be brain disorders. I argue to the contrary that abnormal psychological 
conditions need not reflect abnormal brain conditions.

There are three caveats worth noting before we start. First, I am concerned to analyze 
the intuitive phenomenon of substance addiction. I will not aim my discussion at the cat-
egory of people who fall under the official substance addiction diagnosis in DSM-5 (American 
Psychiatric Association 2013), labeled “substance use disorder.” As I have argued elsewhere, 
although the DSM criteria are used universally in the US in addiction diagnosis and research, 
the DSM-5 criteria are invalidly broad and mistakenly classify many non-addicted individuals 
who use substances preferentially but not compulsively as addictively disordered (Wakefield 
2013, 2015a, 2016a; Wakefield and Schmitz 2015), thus the criteria do not capture the intui-
tive concept and confuse the analysis of addiction. Animal studies have recently supported 
what statistics of addiction rates after drug exposure in humans suggest, namely, that of all those 
exposed to a drug who may engage in addiction-like behavior, only a subset may have a true 
addiction (Ahmed 2010; Ahmed et al. 2013; Cantin et al. 2010; Lenoir et al. 2007).

Second, my analysis addresses substance addictions, not behavioral addictions to such activi-
ties as gambling (see Whiting, Hoff, and Potenza in this volume), video gaming, or internet 
pornography. Only substance addictions are claimed by NIDA to be due to brain damage, and 
I address that claim. However, towards the end I will suggest that a unified harmful-dysfunction 
approach is possible to substance and behavioral addictions.

Third, I make no claim that the account presented here must cover all possible substance 
addictions. The final-pathway outcome of addiction is likely to have multiple potential etiolo-
gies (Redish et al. 2008). However, I believe that the harmful dysfunction account identifies a 
common factor in most major substance addictions of current concern.
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The harmful dysfunction analysis of the concept of medical disorder

I have long argued that questions about the distinction between health and medical disorder 
are best approached within the framework of my harmful dysfunction analysis of the concept 
of medical disorder (Wakefield 1992a, 1992b, 1993, 1997, 1999a, 1999b, 2000a, 2000b, 2006; 
Wakefield and First 2003). According to this analysis, a medical disorder exists only when two 
conditions are both met. First, the condition must be caused by a dysfunction, that is, by a failure 
of some physiological or psychological mechanism to perform a natural function that it was bio-
logically designed to perform. “Biological design” and “natural function” are understood here 
not in terms of any actual theistic or human intentionality or purpose or mystical “final causes”, 
but simply in terms of the natural selection of mechanisms in the process of evolution because 
those mechanisms have certain effects that constitute their functions. Thus “biological function” 
and “biological dysfunction” construed as a failure of biological design are factual concepts in the 
sense that they are scientifically descriptive and not evaluative (Wakefield 1995, 2003, 2016b).

However, the failure of biological mechanisms to be capable of performing a natural function 
cannot by itself account for our concept of medical disorder. Biological dysfunctions in which 
there is a failure of a mechanism to perform its biologically designed function are ubiquitous and 
often harmless. For example, every time one goes out in the sun there are thousands of muta-
tions in skin cells that cause specific genetic loci to be incapable of performing their functions 
and thus constitute dysfunctions at those genetic loci, yet are generally completely harmless due 
to the redundancy in the skin’s various systems. The idea that all such harmless dysfunctions are 
medical disorders reduces the notion to absurdity (Wakefield 2014).

So, second, a medical disorder requires that the dysfunction must cause significant harm to 
the individual as judged by social values. Thus, the harmful dysfunction analysis is known as 
a “hybrid” fact/value view due to the insistence that both factual and value components are 
involved in disorder attributions.

The harmful dysfunction view allows a distinction to be drawn between harmless dysfunc-
tions that are not medical disorders versus harmful dysfunctions that are medical disorders. 
Among addictions, a distinction can thus be drawn between “addiction” per se and “addictive 
disorder.” Various cultures may have practices that render certain addictions harmless and not 
disorders. For example, in our society, a moderate addiction to caffeine can be harmless and 
not qualify as a medical disorder because caffeine use is accepted for performance enhancement 
and caffeine is freely available. However, if caffeine intake is harmful due to medical issues, caf-
feine addiction may then qualify as an addictive disorder. The distinction between addiction 
and addictive disorder might be likened to the DSM-5 distinction between paraphilias, which 
are sexual deviations but not necessarily disorders, and paraphilic disorders, in which the sexual 
deviation causes harm (Wakefield 2011, 2012) – although it is noteworthy that DSM-5 allows 
the harm in some categories of paraphilic disorder to include harm to others in the form of acting 
on sexual impulses with a nonconsenting individual, whereas the primary harm in addiction is 
the distress or impairment of the addicted individual. Like most writers on addiction, I consider 
only harmful addictions here, so I ignore the terminological niceties and use the term ‘addiction’ 
for addictive disorder.

The evolutionary view of addiction: a disorder of desire/choice  
motivational mechanisms

The evolutionary view of addiction is neutral on whether there is tissue damage from substance 
use. It holds that the evolutionarily novel nature or purity or amounts of substances of abuse, 
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which exist in their present form due to our technological capabilities, can lead to genuine func-
tional pathology without any tissue damage being necessary, simply as the “normal” response of 
biologically designed mechanisms to a novel input. As Nesse and Berridge explain:

Pure psychoactive drugs and direct routes of administration are evolutionarily novel 
features of our environment. They are inherently pathogenic because they bypass 
adaptive information processing systems and act directly on ancient brain mechanisms 
that control emotion and behaviour . . . and can result in continued use of drugs that 
no longer bring pleasure.

1997: 63–64

(For a competing view that suggests that substance use may be based on evolved affinity to the 
abused substances and thus that addiction is not sheerly an accidental “hijacking” of motiva-
tional mechanisms but rather a pathologically excessive form of a biologically designed response 
to a substance, see Hagen and Sullivan in this volume.)

It is not a disorder to ingest novel substances that go outside of biologically designed domains 
in the quest for pleasure, even if such activities entail risks of harm. However, taking substances 
that our brain was not biologically designed to handle can cause motivational dysfunctions in 
some individuals, most likely due to normal variations in individuals that were not a problem in 
the environments in which we evolved and thus not dysfunctions in themselves. The result can be 
overwhelming peremptory motivations to take the substance despite good reasons not to do so, 
constituting a motivational disorder. Note that some writers suggest that, given the negative social 
context of much drug-taking, it may be a rational action rather than a motivational dysfunction to 
choose to take a substance despite even extreme negative outcomes to oneself or others (Pickard 
2012). If so, such rational decisions are not strictly addiction in the sense considered here, which 
presupposes the presence of a motivational compulsion that goes beyond sheer rational calculation. 
The recent and quite deadly opioid addiction epidemic in the US that has affected many intact 
middle-class communities suggests that even individuals who are not in distinctively impoverished 
or deprived circumstances are subject to addictive motivational pathology.

The usual desire/choice process is subject to disruption by biologically designed peremptory 
desires and emotions that address special challenges. For example, severe hunger, intense erotic 
desire, sexual jealousy, or extreme fear or rage can naturally narrow and distort cognition, override 
and disrupt usual desire/choice processes, and constrain choice without indicating dysfunction. 
Thus, analogies have been drawn between addiction and such normal processes as intense love or 
hunger (Lewis 2017). However, the desire/choice system is designed to be disrupted in these spe-
cial circumstances to facilitate urgent fitness-enhancing reactions. The similarly intense peremptory 
desires that occur in addiction are not part of such biologically designed exceptions to the usual 
deliberation and rational choice functions and thus qualify as dysfunctions.

Despite addiction’s motivational intensity, it is important to emphasize that even severe addic-
tion involves some degree of choice and is not the total suspension of self-control sometimes 
portrayed by brain-disease proponents. Addiction distorts and pathologically narrows the desire/
choice process, but does not eliminate it, and this is the basis for many treatment strategies.

Can a mental disorder exist in a normal brain?

Certainly, if addiction is due to brain damage, then it is a medical disorder. The converse 
claim—if addiction is a medical disorder, it must be because there is some lesion or other 
damage to the brain—is also widely held and fits with a doctrine currently popular within 
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psychiatry that all mental disorders must be brain disorders. This doctrine is a tenet of an 
influential movement known as “neo-Kraepelinianism” (Hoff 2015; Klerman 1978), after the 
19th-century psychiatrist Emil Kraepelin (1921, 1922). Influenced by the discovery that syphi-
litic infection of the brain was responsible for the scourge of general paresis and by the iden-
tification of brain pathology in Alzheimer’s disease, Kraepelin hypothesized that distinct brain 
pathologies would eventually be found to correspond to each mental disorder. Modern neo-
Kraepelinians embrace this doctrine and have been highly influential in psychiatry over the past 
half century. As Samuel Guze, one of the neo-Kraepelinian movement’s founding theoreti-
cians, put it: “The conclusion appears inescapable to me that what is called psychopathology 
is the manifestation of disordered processes in various brain systems that mediate psychological 
functions. Psychopathology thus involves biology” (Guze 1989: 317).

If the “brain damage” account of addiction is rejected, can addiction still be a medical dis-
order? That is, can there be a medical/mental disorder in a biologically normal brain? Many 
distinguished psychiatrists follow Guze’s doctrine and argue that the answer is “no” because all 
mental processes take place in brain tissue, so if anything is wrong with mental functioning then 
there must be something wrong with brain functioning describable in anatomical/physiological 
terms. For example, Nobel prize-winning neuroscientist Eric Kandel states: “All mental processes 
are brain processes, and therefore all disorders of mental functioning are biological diseases. . . . 
The brain is the organ of the mind. Where else could [mental illness] be if not in the brain?” (as 
quoted in Weir, 2010: 30). Similarly, Nancy Andreasen, former Editor-in-Chief of the American 
Journal of Psychiatry, asserts that “people who suffer from mental illness suffer from a sick or broken 
brain” (1984: 8, emphasis in original). I assume that in postulating that there is always a brain dis-
order underlying any mental disorder, neo-Kraepelinians mean that there is always a dysfunction 
of brain mechanisms in which the function that is failing to be performed can be fully specified 
in brain-anatomical and brain-physiological terms without any essential reference to the psycho-
logical/mental level of description involving intentional contents or conscious experiences.

Given that every occurrence of a mental state is an occurrence of a physical brain state and so 
takes place in the brain, in a locational sense every mental disorder is a brain disorder. However, 
that does not imply that every mental disorder is a brain disorder in the stricter sense that there 
is a neurobiologically specifiable dysfunction. Functions and dysfunctions describable at the psy-
chological level of organization might not correspond to functions and dysfunctions describable 
in purely non-psychological neurobiological terms. Malfunctions at the level of the interaction 
of psychological contents—where contents are designed to interact with each other in certain 
ways that make cognitive, conative, and emotional sense—may be emergent and not entail mal-
functions describable at the brain circuit level. For example, perception is biologically designed 
to convey certain information about the environment, sequences of thoughts are biologically 
designed to occur in patterns that relate evidence to a conclusion in a way that approaches the 
truth, and emotions are biologically designed to occur at levels of intensity that are roughly 
proportional to certain triggering circumstances (e.g., fear is triggered by threat, sadness by loss, 
anger by violation, joy by triumph). It seems prima facie possible that such biologically designed 
psychological-level processes might go awry for purely psychological-level reasons without any 
underlying physiological disorder.

The invalidity of “all mental disorders are in the brain, therefore all mental disorders are brain 
disorders” is suggested by the invalidity of the analogous argument: All computer software runs 
in computer hardware, therefore all software malfunctions must be hardware malfunctions. Note 
that, contrary to some criticisms of the hardware/software analogy to the brain/mind distinction 
(Kendler 2012), it is not a Cartesian holdover to say that there are different levels of descrip-
tion of brain processes corresponding to neuronal physiological processes and representational 
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mental contents and that biologically designed functions and corresponding dysfunctions can 
occur at those different levels of description. Even if a dysfunction at the psychological level 
does not correspond to a dysfunction at the physiological level, it does correspond to some 
physiological process and it is still the case that processes at the physiological level have causal 
influences on processes at the psychological level. Analogously, every step in the running of a 
computer program is an occurrence in the computer’s hardware, but the functions of software 
involve the symbolic meanings, not the silicon-level descriptions, of the hardware configura-
tions. Thus, there are software problems in which symbolic processing is malfunctioning that 
don’t involve any hardware problems. To take a familiar example, the “Y2K” (i.e., “year two 
thousand”) panic about the potential breakdown of our information processing infrastructure 
involved no feared hardware malfunctions. Rather, the problem was that, once the year 2000 
arrived, the two-digit “year” register in most commercial software, designed only for inputs of 
twentieth-century years using just the last two digits of a year, would have provided inappropri-
ate inputs (e.g., “01” would be interpreted as “1901” rather than “2001”), yielding software 
malfunction. For example, software calculating interest on a bank account would yield nonsense 
as output, yet nothing would be wrong with the computer hardware.

Consider again the Kandel passage quoted above. Intentional contents and conscious expe-
riences do occur “in the brain,” but the software analogy suggests that the fact that all mental 
occurrences take place in brain tissue does not imply that every mental dysfunction is a dysfunc-
tion specifiable in purely anatomical/physiological terms. The problem with the Kandel-type 
argument is the equivocation in moving from the correct premise that all mental disorders are 
brain disorders in the locational sense to the conclusion that all mental disorders are brain disorders 
in the narrower sense that there is an underlying dysfunction describable sheerly in anatomical/physiological 
terms. Granting Kandel’s locational premise, it remains at least conceptually possible that there 
are mental dysfunctions that are not brain dysfunctions in the latter, narrower sense. The ques-
tion is whether one can leave the domain of analogy and illustrate directly via an example why 
the inference from mental dysfunction to brain dysfunction describable in sheerly physiological 
terms is invalid. That is, can one specify a psychological function that is failing while no physi-
ologically specifiable function is failing?

The gosling and the fox: how a mental disorder can exist  
in a normal brain

As we have seen, prevailing psychiatric ideology holds that every mental disorder implies brain 
damage, setting up the dichotomy: either addiction is a disorder because it involves brain damage, 
or addiction is not a disorder at all. I am arguing for a third approach that holds that addiction can 
be a genuine medical disorder even if there is no brain damage. To construct such a view, I have 
to establish that it is possible in principle for there to be a mental disorder that involves no brain 
damage. So, in this section, I develop an initial example in which something is wrong with the 
mind despite there being nothing wrong with the brain.

Goslings (baby geese) famously have neural assemblies dedicated to an “imprinting” function. 
The imprinting system is biologically designed to store an image of the first creature the gosling 
sees upon hatching, and the gosling then has an irresistible and irreversible desire to stay close 
to and follow the represented creature. The mechanical nature of the imprinting system was 
famously demonstrated when Konrad Lorenz (1935, 1952) caused goslings to imprint on him 
and follow him around as if he was their mother.

The evolutionary explanation for the imprinting mechanism is that, first, almost invariably 
the first creature the gosling sees upon hatching is its mother, given her involvement in bringing 
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about the hatching. The mechanism’s selection depended on this correlation. Second, linking 
the gosling specifically to its mother is the function of imprinting because the development and 
survival of the gosling depend on staying close to its mother after hatching. This is due to the 
existence of a variety of naturally selected coordinated mechanisms in mother and gosling such 
that the mother’s inclination to protect, feed, and teach the gosling is triggered by the hatching 
and the subsequent interaction between gosling and mother goose.

Suppose, however, that a gosling hatches and by happenstance the first creature it sees after 
hatching is a passing fox, on which it immediately imprints in the same way that the goslings 
imprinted on Lorenz when he was the first creature they saw. The gosling thus leaves its mother 
and rigidly follows the fox around until it is eaten. When the gosling is insistently following the 
fox around to its death, something has certainly gone wrong with the gosling’s naturally selected 
psychological functioning. A lot is also going right psychologically—it has stored an image, it 
has imprinted, it is following around the object on which it has imprinted, and so on—but 
something is also going wrong. Note that the closest human equivalent to such a condition, 
in which a child’s attachment occurs to arbitrary strangers rather than a caregiver, is labeled 
“disinhibited social engagement disorder” and listed as a category of mental disorder in DSM-5.

Against this intuition that something has gone wrong, a neo-Kraepelinian must hold that 
nothing can be wrong with the gosling psychologically because all of its underlying brain mech-
anisms are doing exactly what they are biologically designed to do as describable strictly at 
a neurobiological anatomical/physiological level. The brain processes that correspond to the 
imprinting mechanism worked as designed, and consequently the gosling’s brain was neuronally 
reconfigured so that it stored what at a psychological level is a detailed image of the first creature 
the gosling saw after hatching. That triggered a brain-based motivational/behavioral module 
that caused the gosling to follow and stay close to the creature whose image was stored in its 
imprinting register. The fact that a fox rather than the mother goose happened to be in the 
gosling’s field of vision at the crucial moment says nothing about the gosling’s brain being dys-
functional in a way describable in purely neurological terms, thus for the neo-Kraepelinian it 
can have no implication that the gosling has a psychological dysfunction. So, what justifies the 
intuition that something has gone wrong psychologically with the gosling?

To explain the intuition that the gosling is disordered, one first must acknowledge functional 
hierarchies that depend on the expectable environmental conditions in which various mecha-
nisms evolved. Naturally selected functions almost always come in hierarchies. A common 
example is that the heart has the function of beating, which in turn has the function of circulat-
ing the blood, which has the function of bringing nutrients to the cells, and so on. Similarly, one 
function of the sexual organs is to yield pleasure, and one function of that pleasure is to motivate 
people to have sex. These multiple functions of the same organs are hierarchical in that each 
function was selected because it tends to lead to the success of the next function in the hierarchy; 
the heart beating wouldn’t have been selected if it didn’t cause the circulation of the blood, and 
sexual pleasure would not have been selected if it did not frequently enough motivate people 
to have sexual intercourse.

Each step in the functional hierarchy may depend on expectable environmental correlations 
that allow a lower level to reliably have the selected effect. For example, the possibility of sexual 
pleasure does not lead to intercourse if no appealing partners are available. When expectable 
environmental correlations fail so that higher-level functions are not performed, that is not con-
sidered a disorder but a mismatch between the organism and its environment. A disorder exists 
only if there is an internal structural alteration that renders the organism incapable of perform-
ing higher-level functions. Thus, some have a capacity for sexual pleasure but are incapable of 
engaging in sexual intercourse due to impotence, and that is a dysfunction.
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The gosling’s imprinting mechanism is associated with such a hierarchy of functions, some 
of which depend for their success on expectable environmental correlations. The storage of the 
image of the first seen creature after hatching has the function of storing the image of the mother, 
and the success of the latter function depends on the expectable environmental correlation of 
the mother being the first creature seen after hatching. Storing the image of the mother in turn 
has the function of activating the follow-and-stay-close program when seeing the mother that 
matches the image, and the evolution of the function of the staying-close program depended 
on a strong correlation between being the mother goose and having a variety of care-taking, 
protective, and teaching programs triggered around the time of the gosling’s hatching.

Returning to the neo-Kraepelinian’s challenge, if one concedes that nothing is wrong 
with the gosling’s brain at the level of neurological description, how can anything be  
wrong with the gosling’s functioning at the psychological level? The answer is that the dys-
function at the psychological level concerns intentional representational content, not neuro-
physiology; and it concerns not whether the psychological process of imprinting took place 
successfully (it did), but what the gosling imprinted on. The image in the brain refers to a 
passing fox, not to the mother, and thus involves the failure of a higher level of function of 
the imprinting mechanism, namely, that the gosling imprint on the mother. One can identify 
what has gone wrong only by going beyond brain descriptions and referring to meanings 
(i.e., what the gosling’s brain-stored image in fact represents).

Even if one examined the brain of the gosling in a way that allowed one to identify the 
nature of the image within the imprinting register, one would still not know for sure whether 
the image was of a fox or of an unusual-looking mother goose facially similar to a fox. Even 
if the image looks like a goose, the accidental target of imprinting could be a passing gosling-
cidal goose that resembles the mother goose. Examining the stored image alone cannot establish 
the object whose image was stored, thus cannot establish whether the imprinting mechanism 
performed its higher-order function of imprinting on the mother goose. For that, one must go 
beyond the facts about the gosling’s brain and understand the relationship of the image to the 
gosling’s environment and to the biologically designed functions of the involved mechanisms.

True, the imprinting mechanism has accomplished several of its functions. However, it still 
manifests one dysfunction. Even though the gosling has successfully imprinted, the function of 
imprinting specifically on the mother has failed. This point is important because, in medical 
contexts, the presence of one harmful dysfunction is sufficient to support a disorder attribution 
even when most functions are being successfully performed. It makes no sense to say “cells 
evolved to reproduce, so they are working well in cancerous tumor growth and there is no 
disorder,” or “anxiety mechanisms evolved to generate anxiety, so they are working well in 
generalized anxiety disorder and panic attacks and there is not disorder.” The problem is that 
cells evolved to reproduce in a specifically regulated way and anxiety mechanisms evolved to 
generate anxiety specifically in response to perceived threatening triggers, and those specific 
functions have failed.

What makes the gosling’s imprinting on a fox a dysfunction whereas lack of sexual partners 
is not a dysfunction? In imprinting, during a brief critical period at hatching, the imprinting 
mechanism enduringly and irreversibly fixes the image in the imprinting register. Once a failure 
of the expectable correlation causes that mechanism to fail to perform its storing-mother-image 
function, all higher levels of function are enduringly disrupted due to the permanent storage 
of the “wrong” image in the internal mechanism. No such incapacitation occurs in the lack 
of available partners, which does not preclude designed functioning if circumstances change. 
A dysfunction consists not merely of the failure to achieve a biologically designed function, 
but of the incapacity to perform a biologically designed function when within an expectable 
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environment that relevantly matches the range of conditions for which it was selected. The gos-
ling by these criteria does have a dysfunction, the individual without available partners does not.

The moral of this imprinting example is that some psychologically describable functions can 
go wrong without any physiologically describable functions going wrong. A brain that is inter-
nally learning normally may be suffering from a dysfunction due to what it is learning (for further 
discussion of mismatches and disorder, see Faucher and Forest, forthcoming).

Dysfunction without tissue damage: the example of carbon  
monoxide poisoning

The gosling example establishes the principle that there can be mental-level disorders without 
any brain-level disorder. However, it involves no ingested substance. Examples analogous to 
addiction of evolutionarily unexpectable substances that “hijack” natural systems occur in other 
areas of functioning. One much-discussed example is the hormone-mimicking chemicals that 
leach from plastics and trigger hormone receptors, potentially disrupting developmental pro-
gramming. The hormone receptors are perfectly normal, but their activation by plastic-based 
hormone mimics is a dysfunction.

Another example is carbon monoxide poisoning. Carbon monoxide gas in significant 
environmental amounts is an evolutionarily novel product of incomplete human-caused com-
bustion. Carbon monoxide happens to have chemical properties that allow it to perfuse from 
entirely normal lungs to blood cells and bind successfully with entirely normal hemoglobin 
in Lewis acid-base reactions of the kind that are biologically designed to occur with oxygen. 
The problem is that carbon monoxide binds more strongly than oxygen to hemoglobin, so 
does not disengage when it reaches the cells and does not allow a subsequent adequate rate of 
exchange for fresh oxygen. One can die of such hijacked hemoglobin transport even though 
the hemoglobin is normal and in many respects is doing exactly what it was designed to do. 
The dysfunction derives from the fact that the hemoglobin is performing its function with a 
novel substance with which it was not designed to interact.

Addiction is analogously a kind of overly strong “binding” of desire/choice systems to a 
kind of motivating reward they were not designed to handle. Because addictive substances act 
directly on reward-detecting systems each time they are used, they do not allow for natural 
processes of habituation. During such processes, the brain usually becomes increasingly sensitive 
to unexpected levels of potential reward, and motivational salience typically migrates from the 
reward itself at expectable levels to various indirect cues of unexpected reward levels (Robinson 
and Berridge 2001; Levy 2017). Because this biologically designed reduction of motivational 
salience does not occur in response to addictive substances, the anticipated reward is thus repeat-
edly strengthened in a way that it was not designed to be, yet there is no tissue damage under-
lying this dysfunction. Many people have died from the hijacking of hemoglobin in carbon 
monoxide poisoning, but many more have died from a hijacked desire system in which choice 
is reshaped by a substance for which the choice system was not designed. An individual with 
carbon monoxide poisoning has perfectly normal lungs and hemoglobin, an individual respond-
ing to leached hormone mimics from plastic has perfectly normal hormone receptors, and an 
addicted individual has a perfectly normal brain. Yet each of them has a dysfunction due to 
binding to the wrong thing. However, there is a crucial difference: carbon monoxide’s binding 
to hemoglobin is universally powerful enough to cause harm at high levels despite some varia-
tions in sensitivity, whereas most addictive substances cause a harmful level of addiction in only 
a minority of individuals even when taken in substantial amounts over time. This implies that 
there are additional psychological or biological risk factors involved in addiction. I suggested 
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above that one such additional factor is normal genetic variations that were not problematic in 
evolutionarily expectable environments but create vulnerability to substance-caused motiva-
tional dysfunction. One such normal variation that influences alcohol addiction susceptibility 
is whether one has the so-called “Asian alcohol gene” that lowers the likelihood of alcohol 
addiction by making drinking less enjoyable. Conceivably, in addition to such normal varia-
tions, some of the variations that create vulnerability could themselves be brain dysfunctions, 
introducing a role for brain dysfunction in the etiology of some substance addictions after all.

Harmful dysfunction as a unified account of substance addictions  
and behavioral addictions

The brain-damage theory against which I am arguing is most plausible as an account of sub-
stance addictions, but there is no credible model of how it would apply to behavioral addictions 
to gambling, video games, or internet porn. The existence of behavioral addictions remains a 
contentious issue, and one must be alert to the enormous false-positives potential of such diag-
noses, but, assuming they do exist, the harmful dysfunction account can explain addictions to 
both substances and behaviors with equal ease. Just as certain novel substances introduced into 
our reward systems can cause addictive dysfunction, so if evolutionarily novel stimuli (e.g., gam-
bling games designed to give the illusion of likely gain, or controllable internet-generated sexual 
images shaped to one’s deepest fantasies) are inputted to circuits regulating behavior concerned 
with, for example, taking risks or sexual response, they may enduringly distort motivational 
functioning in vulnerable individuals. Thus, acceptance of the existence of behavioral addictions 
does not inherently conflict with the position that addictions are medical disorders, if one takes 
a harmful dysfunction approach to addiction rather than a brain-damage approach.

Social responsibility for the problem of addiction under the harmful 
dysfunction approach

The harmful dysfunction view places considerable responsibility on society at large for the prob-
lem of addiction. This is not only for the usual reason that negative social circumstances such as 
poverty and lack of life options increase drug use and thus addiction. From the harmful dysfunc-
tion perspective, the primary direct social factor in creating the phenomenon of addiction is the 
social creation and availability of evolutionarily novel addictive substances and activities that are 
capable of producing addiction in interaction with normal genetic and psychological variations 
that create addiction vulnerability. An analogy is to the misguided “blaming” of many individu-
als who are obese due to normal variations in genes regulating fat storage that were adaptive 
during our evolutionary past interacting with the unprecedented amount of high-calorie food 
marketed in temptation-maximizing ways to people in contemporary societies. Similarly, most 
addicted individuals would be fine in evolutionarily expectable environments. Thus, society 
bears a heavy responsibility for the problem of addiction. On this view, offering treatment is not 
just a matter of compassion but also a matter of justice (Wakefield 2015b).
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9
THE EVOLUTIONARY 

SIGNIFICANCE OF DRUG 
TOXICITY OVER REWARD

Edward H. Hagen and Roger J. Sullivan

Drug reward is an evolutionary conundrum. It is not surprising that neural circuitry evolved to 
reward or reinforce behaviors leading to the essentials of survival and reproduction, like food, 
water, and sex. Why, though, would these same circuits reward and reinforce the consumption 
of drugs of abuse, which is often harmful? Here we briefly review the history of reward-based 
learning, which resulted in a widely accepted evolutionary account of drug reward that we 
term the hijack hypothesis. We then critique the evolutionary bases of the hijack hypothesis. 
We conclude by sketching an alternative evolutionary model of human drug use grounded in 
drug toxicity. Specifically, avoidance of toxic drugs is a compelling hypothesis for the low use 
of drugs by children and women relative to men. In addition, the regulated ingestion of small 
quantities of toxins might have provided important medicinal and other benefits to humans and 
non-human animals over the course of their evolution.

Neurobiological theories of drug use are deeply intertwined with those of reward-based 
learning. The main idea was captured in Thorndike’s law of effect: “Of several responses 
made to the same situation, those which are accompanied or closely followed by satisfaction 
to the animal will, other things being equal, be more firmly connected with the situation, 
so that, when it recurs, they will be more likely to recur” (Thorndike 1911). The related 
concept of reinforcement refers to the ability of certain stimuli, such as food, to strengthen 
learned stimulus–response associations. Relief from aversive stimuli could similarly “negatively  
reinforce” stimulus–response associations.

Early animal studies of drug addiction found evidence for both negative and positive rein-
forcement. In animals addicted to, e.g., morphine, relief from aversive withdrawal symptoms 
reinforced stimuli associated with obtaining the drug, but morphine’s hedonic or euphoric 
effects also positively reinforced drug use (Spragg 1940; Beach 1957).

The neurobiological story of reward-based learning began with Olds and Milner’s observa-
tion that rats will self-administer an electrical current to the septal region of the brain. They 
concluded that such intracranial stimulation was possibly the most potent reward ever used in 
animal experimentation to that date (Olds and Milner 1954). Its resemblance to drug addiction 
was immediately evident (Milner 1991).

More than two decades of experiments ensued to identify the precise neurons and neu-
rotransmitters mediating the reinforcing effects of self-stimulation, in conjunction with work 
invested in understanding drug reward in its own right. The neurons critical for both septal 
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self-stimulation and the reinforcing properties of at least some drugs turned out to be dopamine 
neurons in the midbrain, commonly referred to as the mesolimbic dopamine system (MDS). Thus 
were born two intimately intertwined theories, the dopamine theory of reinforcement learning 
and the dopamine theory of substance use and addiction, each deeply rooted in the stimulus-
response paradigm at the core of behaviorism.

The hijack hypothesis

Drug reward requires an evolutionary explanation: unlike food, sex, and other natural 
rewards, drugs, at first glance, do not make an obvious contribution to an animal’s survival 
or reproduction. In fact, chronic drug use is often harmful. Hence, it seems the brain should 
have evolved circuits to prevent drug use, rather than to reinforce it. One possibility is that 
drugs, like wires in the brain, are evolutionarily novel and their rewarding properties are arti-
ficial. Indeed, neurobiologists came to view drugs in the same way as intracranial electrodes, 
that is, as evolutionarily novel laboratory instruments to selectively activate or deactivate 
specific neural circuits (Wise 1996). After noting that “intravenous drug rewards establish 
and maintain response habits similar to those established and maintained by natural rewards,” 
Wise (1996, 320) goes on to say that: “This should not be surprising; the brain mechanisms 
that make animals susceptible to brain stimulation reward evolved long before the human 
inventions that made intracranial self-stimulation or drug addiction possible.” These human 
inventions include “e.g. the use of fire, pipes, and cigarette papers; the use of the hypodermic 
syringe and needle; agricultural skills for the harvesting and curing of tobacco; the ability to 
synthesize or purify drugs; the ability to concentrate, store, and transport alcoholic beverages” 
(Wise 1996, 320).

Subsequent highly cited review articles on the neurobiology of drug use endorsed the notion 
that brains are susceptible to drugs of abuse because they are evolutionarily novel and are con-
sumed in a novel fashion. Natural rewards such as food and sex “activate” the reward system, 
whereas drug rewards “hijack,” “usurp,” “co-opt,” or artificially stimulate it (for references, 
see Hagen, Roulette, and Sullivan 2013). Kelley and Berridge (2002, 3306), for instance, open 
their review with:

Addictive drugs act on brain reward systems, although the brain evolved to respond 
not to drugs but to natural rewards, such as food and sex. Appropriate responses to 
natural rewards were evolutionarily important for survival, reproduction, and fitness. 
In a quirk of evolutionary fate, humans discovered how to stimulate this system arti-
ficially with drugs.

In another example, Hyman (2005, 1414) leads into a section titled “A Hijacking of Neural 
Systems Related to the Pursuit of Rewards” with:

[A]ddiction represents a pathological usurpation of the neural mechanisms of learning 
and memory that under normal circumstances serve to shape survival behaviors related 
to the pursuit of rewards and the cues that predict them.

According to the hijack hypothesis, then, drugs of abuse, like intracranial electrodes, (1) are 
evolutionarily novel, especially in their purity or concentration, (2) are consumed in a novel 
fashion, and (3) provided no evolutionary fitness benefit. There are reasons to be skeptical about 
each proposition. (Skepticism of the hijack hypothesis is also increasing within neurobiology 
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because most laboratory animals, when given a choice between an intravenous drug dose and a 
non-drug reward, choose the non-drug reward; see, e.g., Ahmed, Lenoir, and Guillem 2013).

The evolution of drugs of abuse and other pesticides

All living organisms, including all humans, are the latest members of unbroken lineages of 
organisms extending back to the origin of life, over 3 billion years ago. Today, almost all 
organisms acquire their energy directly or indirectly from oxygenic photosynthesis, which uses 
sunlight to reduce carbon dioxide to organic carbon, and stores chemical energy in the form of 
sugars and other carbohydrates. These then provide the building blocks and fuel for the growth 
and reproduction of the photosynthetic organisms, termed autotrophs. The first single-celled 
oxygenic photosynthetic autotrophs evolved about 2.4 billion years ago (Hohmann-Marriott 
and Blankenship 2011).

Unfortunately for these autotrophs, heterotrophs evolved that feed on them, sparking an evo-
lutionary arms race (Dawkins and Krebs 1979) that continues to this day: heterotrophs evolved 
to exploit autotroph tissues and energy stores; autotrophs, in turn, evolved numerous defenses; 
heterotrophs then co-evolved countermeasures, and so forth.1 Key events in this arms race include 
the evolution of marine animals more than 600 million years ago (Knoll and Carroll 1999), and 
the evolution of terrestrial plants ~400 million years ago, along with the terrestrial bacterial, fungal, 
nematode, invertebrate and vertebrate herbivores that feed on them (Herrera and Pellmyr 2009).

Central to our account of human drug use are the chemical defenses that evolved in marine 
and, later, in terrestrial autotrophs (plants). Some chemical defenses, such as tannins and other 
phenolics, have relatively non-specific effects on a wide range of molecular targets in the her-
bivore, for example binding to proteins and changing their conformation, thereby impairing 
their function. Other chemical defenses—neurotoxins—evolved to interfere specifically with 
signaling in the central nervous system (CNS) and peripheral nervous system. Various plant 
neurotoxins interfere with nearly every step in neuronal signaling, including (1) neurotransmit-
ter synthesis, storage, release, binding, and re-uptake; (2) receptor activation and function; and 
(3) key enzymes involved in signal transduction. Plant neurotoxins have these effects, in many 
cases, because they have evolved to resemble endogenous neurotransmitters. Disruption of 
nervous system function by such toxins serves as a potent deterrent to herbivores (Wink 2011).

Because plant drugs, almost by definition, interfere with signaling in the CNS and elsewhere, 
they are widely believed to have evolved as plant defenses (Wink 2011). Nevertheless, among 
the popular plant drugs, only nicotine, which we discuss next, has been conclusively shown to 
serve plant defense.

Nicotine

In what follows we will often rely on studies of tobacco and nicotine because, for our purposes, 
tobacco is an ideal model drug. First, it is globally popular and highly addictive. Second, nico-
tine’s role in plant defense is well documented: numerous studies of tobacco demonstrate that 
nicotine reduces leaf loss and plant mortality and increases production of viable seed by deter-
ring, harming and killing herbivores (Baldwin 2001; Steppuhn et al. 2004). Third, we can draw 
on the extensive research on the nervous system effects of nicotine. Fourth, although the two 
domesticated tobacco species were probably artificially selected to increase their nicotine con-
tent, several of the more than 60 wild tobacco species have nicotine content comparable to or 
exceeding the domesticated species (Sisson and Severson 1990), and both wild and domesticated 
species were widely used by pre-Columbian Native Americans (Tushingham and Eerkens 2016). 
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This indicates that consumption of nicotine-rich tobacco is not simply a modern phenomenon. 
Finally, tobacco is usually consumed by chewing or smoking, and it is conceivable that humans 
chewed, or even smoked, various toxic and psychoactive plants for much of our recent evolution 
(Sullivan and Hagen 2002; Hardy et al. 2012).

Nicotine is a dangerous neurotoxin. In humans, oral ingestion of 4–8 mg of nicotine causes 
burning of the mouth and throat, nausea, vomiting, and diarrhea. Higher doses result in dizzi-
ness, weakness, and confusion, progressing to convulsions, hypertension and coma. Ingestion of 
concentrated nicotine pesticides can cause death within five minutes, usually from respiratory 
failure (Landoni 1991).

A single cigarette typically contains 10–20 mg of nicotine, enough to seriously endanger a 
young child and cause acute toxic symptoms in an adult. When a cigarette is smoked, much of 
its nicotine is burned, however, and smokers ultimately absorb 0.5–2 mg per cigarette. Tobacco 
chewers absorb up to 4.5 mg per “wad” (Hukkanen, Jacob, and Benowitz 2005), a dose that is 
often sufficient to cause severe acute toxicity in naive users.

Despite its acute toxicity, nicotine is not thought to be directly responsible for the chronic 
diseases caused by smoking (but see Grando 2014). Thus its toxicity, which explains why it is 
present in tobacco leaves in the first place, plays little role in research on tobacco use and addic-
tion. In the framework we develop here, however, drug toxicity plays a central role.

Although the data are not yet as conclusive as they are for nicotine, a defensive role will 
probably be established for most other plant drugs, such as cocaine, morphine, codeine, THC, 
and caffeine (reviewed in Hagen et al. 2009). Like nicotine, most plant drugs are acutely toxic 
for humans, and the typical quantities consumed by drug abusers are often surprisingly close to 
the lethal dose (Gable 2004; Lachenmeier and Rehm 2015). For these reasons, in the remainder 
of the chapter we will often refer to recreational drugs as neurotoxic plant pesticides, which 
better describes their evolved function.

We will also draw on the extensive research on pharmaceuticals because these are frequently 
derived from plant toxins (e.g., nicotine, which has therapeutic applications and is also widely 
used as a pesticide), chemically resemble plant toxins, or have neurophysiological effects analo-
gous to those of plant toxins.

Human toxin defense mechanisms

Human capabilities to detect, avoid, and neutralize plant toxins evolved over the course of 
our billion-year evolutionary arms race with autotroph defenses. During the final phase of this 
arms race, the human lineage was a lineage of primates, which diverged from other mammals 
roughly 65 million years ago, and which subsisted mostly on plants and insects (Fleagle 2013). As 
many insect species sequester plant toxins to deter predators, both elements of the primate diet 
required effective defenses against plant toxins. Primate toxin defense mechanisms, inherited 
from mammalian and vertebrate ancestors, would therefore have been continuously maintained 
and ‘tuned’ by natural selection. When human and chimpanzee ancestors diverged, probably 
more than 6 million years ago, the human lineage inherited a robust suite of toxin defense 
mechanisms. There is substantial evidence that these defense mechanisms correctly recognize all 
drugs of abuse as toxic (Sullivan, Hagen, and Hammerstein 2008; Hagen et al. 2009).

Taste receptors

Basic human anatomy prioritizes toxin defense, and taste buds are on the front line. Taste is 
responsible for evaluating the nutritious content of food and preventing the ingestion of toxic 
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substances. The sweet and umami taste receptors, which identify two key nutrients—sugars and 
amino acids—belong to a small, three-member family of genes, the T1Rs, that are expressed in 
taste receptor cells in the tongue (Chandrashekar et al. 2006).

Bitter taste, in contrast, must prevent the ingestion of tens of thousands of structurally diverse 
toxins. Not surprisingly, bitter taste is mediated by a large repertoire of about 25 receptor genes, 
the T2Rs (Chandrashekar et al. 2006). All common recreational plant drugs taste bitter. Thus, 
these receptors properly recognize common psychoactive plant drugs as toxic.

In addition to their expression in tongue and palate epithelium, the sweet, umami, and bit-
ter taste receptors are also expressed in other tissues exposed to nutrients and toxins, such as the 
respiratory system, gastrointestinal tract, testes, and brain (Behrens and Meyerhof 2010).

Barrier defenses

If a toxic plant substance is ingested it then encounters a “barrier defense.” The body can be 
conceptualized as a set of compartments, such as the intestines and lungs, that are typically 
separated by tissue barriers comprising epithelial or endothelial cells linked together with special 
proteins forming “tight junctions.” These tissue barriers include our skin, gastrointestinal (GI) 
tract, respiratory tract, and the blood–brain barrier (BBB). The barriers have several functions, 
such as allowing an influx of essential chemicals like sugar and oxygen into a compartment, and 
simultaneously preventing an influx of microorganisms and toxins (Mullin et  al. 2005). The 
barriers achieve these effects by limiting or enhancing passive diffusion across the cells and tight 
junctions, and also by active mechanisms that transport essential chemicals into a compartment, 
and that neutralize and transport toxins out of a compartment.

Figure 9.1 illustrates the basic anatomical and cellular components of the barrier defenses 
against toxins and other xenobiotics. A plant toxin (represented as a pharmaceutical) comes into 
contact with a barrier, such as the skin, airways, lung, or intestine. If the toxin manages to enter 
a cell, such as an enterocyte, it then activates a complex network of proteins that neutralize and 
remove it in a four-phase process.

Phase 0 involves transporters—special proteins that span cell membranes and move chemi-
cals into and out of cells using passive and active mechanisms. Efflux transporters generally 
remove toxins and waste products from the cell, and are typically members of the ATP bind-
ing cassette (ABC) super family. Humans have 48 ABC transporter genes, about 20 of which 
are efflux transporters. In Phase 0, a xenobiotic enters the cell, and an ABC transporter pumps 
it back out.

In Phase I, any xenobiotic remaining in the cell is chemically altered by enzymes to reduce 
toxicity and increase water solubility to facilitate excretion. Typically, this involves oxidation 
by one or more cytochrome P450 (CYP) enzymes. Humans have 57 CYP genes, about 25 of 
which are involved in xenobiotic metabolism (Sullivan, Hagen, and Hammerstein 2008).

In Phase II, diverse families of enzymes conjugate charged species with xenobiotic metabo-
lites, further reducing toxicity2 and increasing water solubility. Phase I and II xenobiotic metab-
olizing enzymes are most highly expressed in the liver, but are also expressed in most other 
tissue barriers, including skin, intestine, lung, placenta, and brain (Gundert-Remy et al. 2014). 
Xenobiotics can also bind to xenosensing nuclear receptors that then up-regulate expression of 
metabolic and transport proteins, accelerating elimination of the xenobiotic.

In Phase III, metabolites are pumped out of the cell by a transporter for renal or biliary elimi-
nation. For details on Phase 0–III, see Tóth et al. (2015), and references therein.
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Figure 9.1  Toxin defense mechanisms of the gut “barrier,” and first pass elimination. Many toxic 
substances (represented here as a pharmaceutical drug) entering the gastrointestinal tract are 
first metabolized by enzymes in the gut wall, or are transported back into the intestine. The 
remaining absorbed fraction enters the portal vein and is immediately routed through the 
liver, the principal organ of detoxification, before entering systemic circulation where it 
encounters other barrier defenses, such as the blood–brain barrier.

Source: Roden and George Jr (2002).

Nausea, vomiting, and conditioned taste aversion

Most nutrients, toxins, and other xenobiotics are processed in the gut, where many toxins are 
partially or completely neutralized and eliminated as just described. In addition, the gut is richly 
innervated, with large quantities of information conveyed from the GI tract to the CNS via the 
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afferent vagal nerve. The area postrema, in particular, is a chemosensitive part of the brain that is 
outside the BBB, and therefore is also exposed to chemicals in systemic circulation. Together, 
these circuits can respond to toxins in the gut and blood with nausea, vomiting, and learned 
aversions and avoidances (Babic and Browning 2014).

Toxins that are not expelled from, or metabolized by, the gut enter the bloodstream and are 
then immediately routed through the liver, the principal detoxification organ, which further 
metabolizes and eliminates them. Any remaining toxin enters systemic circulation where it 
encounters other barrier tissues, such as the BBB, and further metabolism (Figure 9.1).

Psychoactive drugs like nicotine are neurotoxins, some portions of which evade all such 
defenses, successfully entering the brain and interfering with CNS function.

Evaluating the hijack hypothesis in light of evolved xenobiotic defenses

The multiple layers of toxin defenses involving scores of receptor, metabolic and transporter 
genes, numerous distinct tissue barriers, complex neural circuits, organs like the liver and kid-
neys, and the basic organization of the circulatory system, all demonstrate that human ancestors 
were regularly exposed to a large variety of dangerous xenobiotic toxins that entered the body 
via the skin, GI tract, and respiratory tract. These toxins often gained access to systemic circula-
tion and, as evidenced by an extremely robust BBB that prevents most drugs from entering the 
brain (Pardridge 2012), many posed a substantial threat to CNS function, i.e., were psychoac-
tive. Exposure to psychoactive plant compounds is not evolutionarily novel.

Evolutionarily novel levels of drug purity do not appear to be a general explanation for drug 
use and addiction either. Pure nicotine is not abused by humans, and most smokers do not 
prefer nicotine spray to placebo; nicotine and nicotinic receptor agonists only slightly improve 
smoking cessation rates; and other constituents of tobacco smoke, such as acetaldehyde, norhar-
man and harman (MAO inhibitors), appear to potentiate the addictive properties of nicotine 
(Small et al. 2010). E-cigarettes, which deliver nicotine and flavorants, may be as or less addic-
tive than nicotine gums, which themselves are not very addictive (Etter and Eissenberg 2015).

Evolutionarily novel methods of administration are also unlikely to explain recreational drug 
use and dependence, as chewing tobacco is addictive (US Department of Health and Human 
Services 1986) but chewing plants is not evolutionarily novel. Inhalation of toxic smoke was 
also probably common during human evolution. Our hominoid and hominin ancestors evolved 
in forest and savannah environments that regularly experienced wildfires, and our lineage might 
have achieved control of fire by 1 million years ago (Parker et al. 2016). It is therefore likely 
that human ancestors were frequently exposed to vaporized plant toxins, which probably helps 
explain the presence of robust xenobiotic defenses in our respiratory tract.3 Furthermore, indig-
enous drug use often incorporates cultural techniques to “free base” psychoactive neurotoxins 
and to utilize physiology to avoid first-pass metabolism. For example, both betel nut (SE Asia) 
and coca (American Andes) are commonly mixed with a base (e.g. lime) and are chewed in the 
buccal cavity where the free alkaloids can cross directly into the bloodstream and into the CNS 
(Sullivan and Hagen 2002).

Thus, psychoactive compounds are not evolutionarily novel; they can be found in plants in 
concentrations similar to globally popular drugs (e.g., several wild tobacco species); evolution-
arily novel purity does not explain their addictiveness (at least for nicotine); and they regularly 
entered systemic circulation via ingestion, contact with the skin, and inhalation, just as recrea-
tional drugs do today. Exposure to psychoactive compounds is as “natural” as exposure to sugars 
and starches.
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Moreover, nicotine and other popular recreational plant drugs activate most known toxin 
defense mechanisms, including bitter taste (Wiener et al. 2012), xenobiotic nuclear receptors 
(Lamba 2004), xenobiotic metabolism (Sullivan, Hagen, and Hammerstein 2008), nausea and 
vomiting (Wishart et al. 2015), and conditioned avoidances and aversions (Lin, Arthurs, and 
Reilly 2017 and references therein). Human neurophysiology correctly recognizes drugs of 
abuse as the toxic pesticides that they are.

In summary, drug researchers correctly realized that the rewarding and reinforcing proper-
ties of toxic and harmful substances required an evolutionary explanation, but, on very scant 
evidence, wrongly concluded that drugs and their routes of administration were evolutionarily 
novel, and that this provided an adequate evolutionary account of human drug use. Plants are 
under strong selection to evolve compounds that “hijack” herbivore nervous systems, but for 
precisely the opposite effects: to punish and deter plant consumption, not reward or reinforce it.

Without considerable further evidence, it is not possible to accept that neurotoxic pesticides 
like nicotine are able to “hijack” reward circuits because they are evolutionarily novel, or are 
consumed in a novel fashion. The hijack hypothesis can only be rescued with more convincing 
evolutionary arguments and much stronger empirical evidence. As we explain next, the correct 
evolutionary account of human drug use is not yet clear.

The paradox of drug reward

The widespread recreational use of, and addiction to, several neurotoxic plant pesticides is 
extremely puzzling, to say the least. The reigning neurobiological paradigm of drug use, 
grounded in the rewarding or reinforcing effects of drugs in humans and other laboratory ani-
mals, is obviously in conflict with the reigning evolutionary biological paradigm of drug ori-
gins, grounded in the punishing effects of nicotine and other plant-based drugs on herbivores. 
Specifically, plants should not have evolved compounds that reward or reinforce plant con-
sumption by herbivores, nor should herbivores have evolved neurological systems that reward 
or reinforce ingestion of potent plant neurotoxins. This contradiction has been termed the 
paradox of drug reward (Sullivan, Hagen, and Hammerstein 2008; Hagen et al. 2009; see also 
Sullivan and Hagen 2002).

Drug researchers have long recognized that drugs are toxins and have aversive effects, and 
that drug toxicity and aversiveness is at odds with drug reward (for review, see Verendeev and 
Riley 2012). Pavlov himself related experiments in which dogs learned to associate the toxic 
effects of morphine injections with stimuli. In the most striking cases, vomiting and other symp-
toms could be caused simply by the dog seeing the experimenter (Pavlov 1927). Unfortunately, 
drug aversion has had little influence on drug use theory (Verendeev and Riley 2012).

In the remainder of this chapter, we propose that drug toxicity explains dramatic age and sex 
differences in drug use. We also explore possible resolutions of the paradox of drug reward that 
are grounded in the neurotoxic properties of common recreational drugs.

Explaining the dramatic age difference in drug use

Users of popular neurotoxic pesticides report little-to-no use prior to the age of 10 (Figure 9.2). 
This is remarkable. Why are children so resistant to drug use? Although many researchers focus 
on the rapid adolescent transition to neurotoxic pesticide use, so far as we can tell there is 
essentially no investigation of the striking lack of child neurotoxic pesticide use. Perhaps drug 
researchers simply assume that parental and societal restrictions prevent child use.
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This assumption seems reasonable for tobacco, as the US spends about $500 million each 
year on tobacco control efforts (WHO 2013). It is much less reasonable for caffeine, a bitter-
tasting defensive neurotoxin that is found in 13 orders of the plant kingdom (Ashihara and 
Suzuki 2004), and that shows promise as a pesticide and repellant for slugs, snails, birds and 
insects (e.g., Hollingsworth, Armstrong, and Campbell 2002; Avery et al. 2005). Like nicotine, 
caffeine is a rewarding psychostimulant that strongly interacts with the central dopaminergic 
systems (Ferré 2008). Unlike nicotine, caffeine faces few social restrictions against use—it is 
listed by the US Food and Drug Administration as “GRAS [generally recognized as safe] for use 
in cola-type beverages at levels not to exceed 200 parts per million (ppm) (0.02%)” (Rosenfeld 
et al. 2014, 26). This level corresponds to 71 mg of caffeine in a 12-oz serving (although most 
colas contain about half that amount). For comparison, a 1 oz shot of espresso contains about 64 
mg of caffeine, an 8 oz cup of coffee might contain 145 mg of caffeine, energy drinks typically 
contain 17–224 mg of caffeine per serving, and chocolate candy contains 11–115 mg caffeine 
per oz (Rosenfeld et al. 2014).

Despite the light regulation of caffeine compared with tobacco and nicotine, and its ready 
availability in colas, chocolate candies, and other child food products, child consumption of 
caffeine is low (Figure 9.3a, b, c), suggesting that low child use of putatively “rewarding” 
neurotoxic pesticides is not explained solely by parental or societal controls. What, then, does 
explain the dramatic lack of child neurotoxic pesticide use, and the equally dramatic “switch-
like” transition to neurotoxic pesticide use during adolescence?

Plant defensive pesticides are often teratogenic, disrupting development and permanently 
impairing functionality. Nicotine is a teratogen that interferes with acetylcholine signaling, 
which has a unique trophic role in brain development. Nicotine exposure can disrupt all phases 
of brain assembly (Dwyer, Broide, and Leslie 2008).

Consistent with the risk that plant toxins pose to child development, there is considerable 
evidence for heightened toxin defenses during infancy and childhood. Although infants recog-
nize that plants are sources of food, they are more reluctant to touch novel plants compared with 
other types of novel artifacts and natural objects of similar appearance, which might reflect an 
evolved psychological defense against plant toxins (Wertz and Wynn 2014). Neophobic food 
rejection occurs primarily due to visual cues. Foods that do not “look right”—green vegetables 
for example, or foods that resemble known bitter foods—are rejected without being placed 
in the mouth. Food neophobia peaks between 2 and 6, and then decreases with age, becom-
ing relatively stable in adulthood, a developmental trajectory widely interpreted to reflect an 
evolved defense against plant teratogens. Children also have a higher density of taste buds on the 
tip of the tongue than adults and are more sensitive to bitter tastes. High bitter taste sensitivity 
leads to reduced consumption of bitter vegetables, especially in children. For review, see Hagen, 
Roulette, and Sullivan (2013).

As a starting point for future research on low child drug use, we propose a model with three 
elements. First, to prevent ingestion of teratogens, children are innately neophobic, picky, and 
have heightened bitter sensitivity. Consequently, they find most neurotoxic pesticides to be 
especially unpalatable.

Second, social learning plays an especially important role in toxin avoidance. Whereas 
learning about toxic substances via individual trial-and-error comes with the potentially high 
cost of ingesting a toxin, one can socially learn to avoid toxic substances from knowledgeable oth-
ers “for free” (Boyd and Richerson 1985; Rogers 1988). Children should therefore be particularly 
attentive to information from parents and other adults that certain substances are dangerous, 
poisonous, or do not taste good, and assiduously avoid those substances (Cashdan 1994).  



Significance of drug toxicity over reward

111

Figure 9.2  Cumulative distribution of self-reported age of first use of alcohol, tobacco, cannabis, and 
cocaine in a large (N = 85,052) cross-national sample of users of these substances. These 
patterns suggest the existence of a developmental “switch” to drug use during adolescence.

Source: Degenhardt et al. (2016).

In contrast, we expect considerable child resistance to parents’ efforts to restrict access to 
candy and other sugary foods, which, from an evolutionary perspective, are nearly pure 
beneficial nutrients.

Third, in adolescence brain and other organ development is nearing completion. We pro-
pose that adolescent onset of neurotoxic pesticide use is partly related to the reduced risk of 
developmental disruption and consequent reduced aversion to plant toxins, which also serves to 
broaden diet. See Figure 9.4.
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Figure 9.3  Age and sex vs. caffeine intake from dietary recall and urinary caffeine metabolite 
5-acetylamino-6-amino-3-methyluracil (AAMU) in a representative sample of the US 
population (n = 2466).

Source: Rybak et al. (2015).

Explaining the large sex difference in drug use

More men regularly use neurotoxic pesticides (and alcohol) than women, though the extent of 
the male bias varies by nation, substance, age, birth cohort, and other factors. Male prevalence 
of smoking is almost always greater than female prevalence, for instance, albeit with consider-
able variation across nations (Figure 9.5). In the US there is even a male bias in caffeine intake 
(Figure 9.3).

The global male bias is narrower in younger cohorts, especially for the legal drugs tobacco 
and alcohol, and in recent years US adolescent girls (12–17) were more likely than adolescent 
boys to use alcohol and be non-medical users of psychotherapeutic drugs. In the US popula-
tion as a whole, however, men were more likely than women to be users of all categories of 
drugs, including psychotherapeutic drugs and alcohol. For review, see Hagen, Roulette, and 
Sullivan (2013).

Over human evolution, ingestion of neurotoxic pesticides would probably have posed simi-
lar threats to men and women, but women of childbearing age faced the additional risk of 
disrupted fetal and infant development. Ancestral women were pregnant or lactating for much 



Figure 9.4  Theoretical model of age and sex differences in use of tobacco and other plant drugs. Social 
learning of toxic and teratogenic substances also plays an important role in each phase. TFR: 
Total fertility rate.

Source: Hagen, Garfield, and Sullivan (2016).

Figure 9.5  Female vs male smoking prevalence across nations. Each dot is one country. The dotted 
diagonal line represents equal prevalence.

Source: Hagen, Garfield, and Sullivan (2016).
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of their late teens to their late thirties. At the age that young women in Western societies might 
begin regular use of plant drugs (and regular use of birth control), with their first pregnancy 
often years in the future, most women in ancestral environments were beginning about two 
decades of pregnancy and lactation. This could have selected for an increased ability to detect 
and avoid plant teratogens that would be harmful to fetuses and nursing infants, resulting in 
lower female use of neurotoxic pesticides that is evident even today.

There is considerable evidence for sex differences in toxin detection and disposition. Less clear 
is whether these differences are a consequence of greater toxin defenses in women, particularly 
pregnant women, or instead are byproducts of, e.g., sex differences in body size and composition.

Women have more taste buds than men and, according to most studies, are able to detect 
lower concentrations of bitter substances. High bitter sensitivity, in turn, generally predicts 
reduced vegetable intake in both women and men. Most studies indicate that women also have 
higher toxin metabolism rates. During pregnancy, heightened food aversions appear to help 
prevent ingestion of toxic plants, including coffee and tobacco, that might pose a risk to the 
developing fetus, especially during organogenesis. Women smokers, for example, commonly 
report new olfactory and gustatory aversions to tobacco during pregnancy, and the olfactory 
aversions are associated with women smoking less (Pletsch et al. 2008). Nicotine metabolism is 
accelerated in pregnancy, and activities of many xenobiotic-metabolizing enzymes are increased 
several-fold. For references and further discussion, see Hagen, Roulette, and Sullivan (2013).

In countries where women are pregnant and lactating more often (i.e., those with higher 
total fertility rates), there are fewer women smokers, even after accounting for gender inequality 
(Hagen, Garfield, and Sullivan 2016). The diminishing sex differences in use of some substances in 
younger cohorts might therefore partially reflect the global fertility transition over the last several 
decades that involves increased use of birth control, later age at marriage, delay of first birth, and 
lower total fertility, all of which would allow women, especially younger women, to increase 
drug intake while limiting fetal and infant exposure (Hagen, Roulette, and Sullivan 2013). We 
propose that social learning also plays an important role in women’s decisions to avoid teratogenic 
plant substances (Placek and Hagen 2015; Placek, Madhivanan, and Hagen 2017). See Figure 9.4.

Possible explanations for regulated neurotoxic pesticide intake:  
an evolved ‘taste’ for drugs?

Drug toxicity would seem to predict no use whatsoever by individuals of any age or sex, con-
trary to the global popularity of smoking and other drug use.

Drug reward might be an accident. Over 100,000 plant defensive compounds have been 
identified (Wink 2011), and perhaps humans simply discovered a very few that, despite their 
toxicity to insects and other herbivores, accidentally trigger reward or reinforcement mecha-
nisms (Hagen et al. 2009). This hypothesis faces a “Goldilocks” problem, though: recreational 
plant pesticides must be accidentally rewarding or reinforcing enough to overcome their aver-
sive properties, yet because they are often highly toxic, they cannot be so rewarding or reinforc-
ing for most users that they lead to immediate overdoses and death. The accidental effects of 
these compounds must be “just right.” Hence, for each drug, the accident hypothesis involves 
not just one rare accident, but two.

Alternatively, regulated toxin intake might have produced fitness benefits in certain circum-
stances. Because wild plant foods are infused with defensive chemicals, plant consumers, includ-
ing human ancestors, should have evolved some type of regulatory mechanism that balances 
intake of nutrients vs toxins so as to avoid poisoning (Torregrossa and Dearing 2009). See 
Figure 9.6. But regulated toxin intake occurs even in the absence of a nutrient signal. Laboratory 
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animals regulate their self-administration of drugs at a fairly constant and stable level regardless of 
the dose per injection or number of lever presses required (Yokel and Wise 1976). Human ciga-
rette smokers similarly alter their smoking behavior in response to changes in nicotine content 
so as to maintain a relatively constant blood concentration of nicotine (Scherer and Lee 2014). 
These are clues that special mechanisms might have evolved to carefully regulate plant toxin 
intake (Hagen et al. 2009; Hagen, Roulette, and Sullivan 2013).

There are many possible fitness benefits of regulated ingestion of neurotoxic plant pesticides, 
most of which reconceptualize these compounds as valuable medicines rather than hijackers 
(Sullivan and Hagen 2002; Sullivan, Hagen, and Hammerstein 2008; Hagen et al. 2009; Hagen, 
Roulette, and Sullivan 2013). Neurotoxic pesticides achieve their effects because they evolved 
to manipulate cellular signaling. Nicotine, for instance, mimics acetylcholine, a neurotransmitter 
involved in neuromuscular communication and many other important functions. In large doses, 
nicotine kills. In small, highly regulated doses, though, such as the ~1 mg delivered by smoking 
a cigarette, it might provide a number of immediate benefits. (The long-term health costs of 
smoking are indisputable, however.)

One possible benefit is defense against parasites. Many heterotrophic species evolved to co-opt 
plant toxins for prophylactic or therapeutic effects against pathogens, i.e., self-medication, also 
known as pharmacophagy or zoopharmacognosy. All popular recreational drugs are toxic to para-
sitic worms (helminths). It is not out of the question that humans and other animals evolved to 
seek out and ingest small quantities of neurotoxic pesticides to help combat helminths and other 
parasites (Sullivan, Hagen, and Hammerstein 2008; Hagen et  al. 2009; Hagen, Roulette, and 
Sullivan 2013; Roulette et al. 2014). If the pharmacophagy hypothesis is correct, then the toxicity 
of drugs to parasites provides the ultimate explanation for their use by humans. See Figure 9.6.

Figure 9.6 The neurotoxin regulation model of the evolution of “recreational” drug use.

Source: Modified from Hagen, Garfield, and Sullivan (2016).
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Salt intake provides a useful analogy: there are complex neuronal and endocrine mechanisms, 
including special salty taste receptors on the tongue, that regulate intake of milligrams of this 
valuable environmental chemical to maintain sodium homeostasis (Geerling and Loewy 2008), 
even though there is no conscious awareness of its biological benefits. Similarly, bitter taste 
receptors and other xenosensors, in conjunction with neuronal, immunological, social learning 
and other mechanisms, might regulate intake of milligrams of neurotoxins for their medicinal or 
social benefits without any conscious awareness of these benefits.

In conclusion, popular recreational drugs are neurotoxic pesticides, varieties of which have 
infused the diets of human ancestors for hundreds of millions of years. These and other xeno-
biotics selected for a sophisticated, multilayered toxin defense system that correctly identifies all 
drugs of abuse as toxins. In this light, it is doubtful that recreational drugs are best characterized 
as evolutionarily novel hijackers of reward circuitry. Although the correct evolutionary account 
of recreational drug use is not yet clear, our neurotoxin regulation hypothesis (Figure 9.6) pro-
vides a compelling hypothesis for the very low use of recreational drugs by children, the low 
use by women of reproductive age relative to men, and the careful titration of drug intake by 
humans and non-human animals. The increasing evidence that non-human animals ingest plant 
toxins to help defend against pathogens and provide other fitness benefits should inspire similar 
hypotheses for human drug use.

Notes
1 Autotrophs and heterotrophs have also undergone mutually beneficial coevolution. See discussion in 

Hagen et al. (2009).
2 Occasionally, Phase I and Phase II metabolites are more toxic than the parent compound.
3 Even hypodermic injection is not an evolutionarily novel mode of exposure to psychoactive toxins. 

Although we have emphasized plant neurotoxins, numerous vertebrates and invertebrates produce potent 
neurotoxins that they inject into predators and prey with stingers and fangs. There is increasing evidence 
that humans have an innate fear of spiders and snakes, probably because many of these species are ven-
omous and frequently attacked human ancestors with fangs (Öhman and Mineka 2001). Even today, 
snakebite is a major cause of morbidity and mortality in much of the world (Gutiérrez et al. 2013). The 
dangers of bites and stings might also explain an apparent innate fear of needles (Hamilton 1995).
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10
DEFINING ADDICTION

A pragmatic perspective

Walter Sinnott-Armstrong and Jesse S. Summers

Many people falsely assume that all definitions are either arbitrary stipulations or mere descrip-
tions of common usage. However, some definitions serve concrete practical purposes. Consider 
cities. The United States once passed a law that provided federal funds for public transportation 
systems in any city in the United States. Many communities applied for the funds, but which of 
these communities were cities and, hence, eligible for funds? The government could not answer 
this question by citing common usage, because common usage is too vague. The government 
also did not want to decide arbitrarily, since that would be unfair and impossible to justify to 
communities that were excluded. What they did was to estimate how many communities would 
apply and for how much funding. Then they could calculate how far the available funds could 
go. They defined “city” so that their available funds could help as many people as possible. They 
ended up defining cities as communities with at least 50,000 inhabitants within a certain area. 
This definition did not describe common usage, and it was not arbitrary stipulation. It was based 
on practical concerns. They would have been subject to criticisms if they had defined cities too 
broadly (so as to include a town of 5,000) or too narrowly (so as to include only areas with over 
5,000,000 inhabitants). The criticisms would have been that they exceeded the limits of com-
mon usage and also that their definition didn’t serve their practical purpose of funding as many 
cities as they could afford to fund. Their solution was within these limits and served a practical 
purpose, so their answer was reasonable.

Other definitions still might be reasonable for other purposes. Imagine that a friend says 
that she would like to move to a city to live around more people. Will you correct her if she 
wants to move somewhere not on the government list? When an urban planning study looks 
at mass transportation “in cities,” but they consider as cities only the very largest cities, is that 
a methodological problem with the study? Or are these simply cases in which a perfectly good 
definition of “city” fails to define what cities are for all possible purposes?

Practical or precising definitions like these occur not only in government but also in science, 
where the goal is often more theoretical than practical. What is sugar? Most people answer that 
sugar is the sweet substance that comes from sugarcane. Chemically, however, sugars are short-
chain soluble carbohydrates that can come from any number of sources, including sugar beet 
and dried fruit. A biologist studying animal metabolism may be indifferent to the taste of such 
compounds, while a flavor scientist may care only about the taste. A nutritionist may mean only 
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refined sugar by “sugar,” and a dieter may include a wide range of high-calorie sweet things. 
Someone who dislikes “sugary foods” may even include sugar substitutes in his definition.

Why are there such diverse definitions? Are they all arbitrary or merely descriptive of 
common usage? No. These definitions reflect practical or theoretical purposes, even among 
chemists. Chemists have different interests in studying sugar: some may care about differences 
between various naturally occurring sugars, while others only study their metabolic or gustatory 
similarities, so they will all use definitions that fit what they find most important. In contrast, 
most non-chemists are interested in sugar either because they care about taste or because they 
care about calories, and their definitions of “sugar” will be shaped by this interest. Each group 
uses a definition that serves its particular purposes.

The same point applies to definitions of addiction. The DSM-5 (APA 2013) uses the word 
“addiction” without giving it an explicit definition. In the older DSM-IV, the two categories 
of “Substance Abuse” and “Substance Dependence” were taken to be more or less the clinical 
definition of addiction. In the DSM-5, these are replaced with a single category of “Substance 
Use Disorder” that comes in mild, moderate, and severe degrees. When a clinician refers to an 
“addiction,” she likely has this category in mind.

Is the clinician right if she thinks of this diagnostic category as a definition of addiction? For 
reasons that will become obvious here, we provide no definition of “definition”: what some 
people call a “definition” others will call a “characterization,” a “paradigm,” a “sense,” etc. 
We’ll leave further discussion of how to define “definition” for another occasion; for the present 
discussion, in order to make any progress in understanding definitions of addiction, we’ll use the 
word “definition” as broadly as it’s commonly used. Otherwise, we might rule out illuminat-
ing examples. For example, much clinical and popular discussion about what addiction is turns 
on the DSM clinical criteria of Substance Use Disorder, so we don’t want to rule that out just 
because some would object that clinical criteria aren’t a definition.

Diagnoses of a Substance Use Disorder are based on eleven symptoms: overuse, failure to 
cut down, time spent seeking and using, cravings, interference with other duties, relationship 
problems, giving up other activities, use when physically hazardous, related physical and psy-
chological problems together with knowledge of such problems, tolerance, and withdrawal.  
A diagnosis of mild substance use disorder requires two to three symptoms from this list, whereas 
moderate substance use disorder requires four to five symptoms from this list, and severe sub-
stance use disorder requires six or more symptoms from this list. Clinicians can also specify that 
the substance use disorder is in early or sustained remission or on maintenance therapy.

This definition (like much of DSM-5) has been heavily criticized. One common objection 
is that very many people would be diagnosed as having at least a mild substance use disorder. 
That result seems clear, because many beer and wine drinkers build tolerance and occasionally 
have at least one drink more than they intended to have. However, whether this result is a prob-
lem depends not on whether the definition includes very many people but instead on whether 
it includes too many people. How many is too many? That depends on one’s purposes. The 
DSM-5 was written for clinicians to use as part of a general assessment and ultimately treatment, 
and its target is those for whom their disorder “causes clinically significant distress or impairment 
in social, occupational, or other important areas of functioning” (APA 2013: 20). The DSM-5’s 
main purpose is therefore to include people who could benefit from clinical help. That can be 
very many people. The broadness of the definition, in effect, allows clinicians to help people 
who need help but whom they could not help if the definition were narrower. The definition 
would be too broad if it included people who do not really need any help from clinicians, even 
if they ask for help, but it is hard to see why the definition goes that far. Given these purposes, 
then, it is not at all clear that the definition includes too many people.
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What makes the DSM-5 definition useful for clinical purposes might make it useless for the 
purpose of scientific research. Since mild and moderate substance use disorder require only two 
to five of the eleven symptoms, individuals with these diagnoses need not share any symptoms at 
all. One patient could have five symptoms (such as overuse, failure to cut down, cravings, toler-
ance, and withdrawal), whereas another patient has a non-overlapping set of symptoms (such as 
time spent, interference with other duties, relationship problems, giving up other activities, and 
knowledge of their own related physical and psychological problems). Without any symptoms 
in common, there is little or no reason to expect scientific research to find regularities that cover 
both cases (though there might be a common neural basis for very different symptoms in some 
cases). The same point applies to severe substance use disorder because two patients with six of 
the eleven symptoms still might share only one symptom. Thus, the DSM-5 definition fails the 
purposes of research scientists even if it serves the purposes of clinicians.

Our conclusion is not that the DSM-5 is either good or bad in the way it characterizes—
defines, even—addiction. Instead, like the case of sugar discussed above, different definitions 
serve different purposes. Each definition can be good in its own way for its own purposes. 
Problems arise only when someone tries to use a definition for a purpose that it was never 
intended or shaped for. Researchers will fail if they use definitions intended for clinicians. 
Clinicians will fail if they use definitions intended for researchers. However, that is not a prob-
lem with the definitions. It is only a problem with the way that people use the definitions. The 
definitions are still fine when used properly.

This vagueness and relativity to purposes is anathema to some. Some scientists and phi-
losophers want to know what addiction “really is,” with no qualifications about purposes or 
contexts. One path towards that goal might seem to follow neuroscience, which is supposed 
to be “harder”—more objective and precise—than psychology, especially clinical psychology. 
This approach might seem to be suggested by leading researchers who define addiction as a 
chronic, relapsing brain disease (see Leshner 1997; Hyman 2005; NIDA 2016). If addiction can 
be defined as a certain brain condition, then clinicians’ and psychologists’ behavioral tests of 
addiction are really just proxies for the underlying problem, which is the brain condition.

Unfortunately, however, neuroscientists cannot define addiction any more objectively than 
clinicians and other scientists. First, consider how a neural marker of addiction would have to be 
discovered. Neuroscientists would need to identify which participants in the study are addicted. 
Only then could they look for a neural condition that is shared by all of the addicts and by none 
of the non-addicts. The results would be very different if they started by assuming that every-
one with a mild substance use disorder is an addict than if they started by assuming that only  
those with severe substance use disorders are addicts. The results would also be very different 
if they started by assuming that addicts are still addicts after years of “sustained remission” 
than if they instead started by assuming that addicts are not still addicts once they’ve quit. The 
results would also be very different if they started by assuming that there are no behavioral 
addictions (such as addictions to gambling, sex, or the internet) than if they instead started by 
assuming that behavioral addictions are addictions just like substance addictions. The neural 
condition that underlies “addiction” cannot be identified without controversial assumptions 
about the group of cases that it is supposed to underlie.

Moreover, if the class of addicts is large enough to satisfy clinicians who want to help all of 
those who need help with their substance use problems, then it is very doubtful that neurosci-
entists will find any neural condition that is shared by all addicts that is not also shared by some 
non-addicts. The class is simply too diverse and vague. There is perhaps more hope of finding 
a neural condition that underlies a narrower class of addictions, such as opioid addictions that 
are not in remission. However, clinicians can then reply that the discovered brain condition 
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underlies only some but not all addictions. They do not have to admit that other cases (such as 
addicts in remission or behavioral addicts) are not addictions simply because they do not share 
the underlying brain condition that is shared by the cases that interest those neuroscientists. As 
a result, no neural marker can provide a definition independent of purposes.

Another approach to definitions is adopted by philosophers. Many philosophers are inter-
ested in what makes addiction a disease and in whether addicts are responsible, so they tend 
to define addiction in terms of harm and control. For example, one of the current authors has 
argued that “Addiction is a strong and habitual want that significantly reduces control and leads 
to significant harm” (Sinnott-Armstrong and Pickard 2013). This definition does not pretend to 
avoid depending on the purposes of the speaker who ascribes an addiction. Its vague terms are 
intended to show where purposes matter. When is a want strong enough to count as an addic-
tion? When is the harm significant enough? When does the person lack enough control to be 
classified as an addict? Answers to these questions will differ depending on the purposes of the 
speaker. For example, a patient who lacks a moderate degree of control could justifiably be said 
to have significantly reduced control and hence be classified as an addict by a clinician whose 
purpose is to help that patient regain control so as to avoid more harm, but a judge or jury still 
might justifiably deny that the person lacks the degree of control that is required for legal or 
moral responsibility, so they might deny that this patient’s reduction in control is significant for 
their purposes.

The point of the philosophical definition is to be vague in the right ways to allow varia-
tion in application so as to illuminate disagreements. When one observer asserts and another 
observer denies that the patient is addicted, the definition suggests that the asserter thinks that 
the want is strong enough, the harm is significant enough, and the patient’s degree of control is 
low enough, whereas the denier believes that at least one of these conditions is not met. They 
can agree on how much control the patient has but still disagree about whether that degree of 
control is low enough to count as significantly reduced and, hence, as addiction. That disagree-
ment may itself be determined by the context and purposes of the speakers. Similarly, they can 
agree on how strong the patient’s want is but still disagree about whether that want is strong 
enough, and they can agree on how much harm is suffered but disagree on whether that harm is 
significant enough to warrant classifying that patient as addicted. Again, this disagreement may 
all be explicable by looking at the speakers’ purposes and the contexts in which they’re speaking. 
The speakers may still genuinely disagree over whether a person is addicted, but this makes it 
clearer where the disagreement arises.

Thus, definitions by clinicians, neuroscientists, and philosophers all eventually must depend 
at some point on the purposes of the speakers who assert or deny that someone is addicted. No 
definition of addiction is independent of such purposes.

Is this relativity to purpose a problem? Some say so. Imagine a patient who is diagnosed with 
an alcohol use disorder in the United States because he has two glasses of wine with lunch every 
day, which reduces his afternoon productivity in his job and interferes with his relationships 
to friends who condemn this practice. Then he quits his job and moves to an artists’ colony in 
France where this practice is common, even encouraged. He might not meet the criteria for 
even mild substance use disorder in France even though he did meet them in the United States. 
However, if he is an addict in the United States but not in France, then his alcoholism might 
seem to be cured by a plane ticket.

Indeed, the patient need not travel so far as France. Imagine that a patient in a clinic volun-
teers for a neuroscientific study. His clinician tells him that he has a substance use disorder, but 
the scientist in charge tells him that he does not meet the criteria for inclusion in the study of 
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substance use disorders. He seems to be cured of his substance use disorder or addiction simply 
by moving from the clinic to the lab next door!

Is that too much relativism? We think not. To avoid any contradiction, we simply have to 
remember that different people use different definitions, but these are not incommensurable 
idiolects: these definitions are all perfectly justified by their different purposes, and everyone 
involved can easily understand the competing definitions, even if they all choose to use their 
own. The clinician is justified in diagnosing the patient with a mild to moderate substance use 
disorder (depending on which other criteria are fulfilled) because he wants to help the patient 
get better, whereas the neuroscientist is justified in excluding this patient from his study of sub-
stance use disorders because this patient’s symptoms locate him outside of the group that this 
scientist wants to study because he hypothesizes that this group shares a common and distinctive 
neural condition. Both the clinician and the neuroscientist are justified in reaching diagnoses 
that only appear to be contradictory, and they would have no problem in understanding why 
the other chooses an alternative definition.

A similar point applies to the trip to France. If a certain degree of lack of control over 
having two glasses of wine with lunch is common and accepted in France, particularly in the 
creative conditions of the artists’ colony, but is neither common nor accepted in the business 
world in the United States, and if this condition causes more harm in the United States than 
in France, then there is nothing wrong with saying that the patient has an alcohol use disorder 
in the United States but ceases to have an alcohol use disorder after he flies to France. But are 
we saying that the therapist could cure addiction by prescribing a one-way plane ticket? If all 
the patient wants is not to be clinically diagnosed, then perhaps that would work. The patient, 
however, presumably cares less about the particular diagnosis than he cares about the underly-
ing problems that are causing him to seek treatment. What he wants is to maintain the valuable 
features of his life that his alcohol use threatens, and leaving those valuable things behind by 
moving likely won’t help. His condition does not change, but what does change is whether he 
overuses (beyond the norm), whether his use interferes with his (norm-relative) duties and rela-
tionships, and so on for other symptoms in the DSM-5 definition. Relevant to the philosophical 
definition above, what also changes is whether his want is significantly stronger than normal 
and whether any resulting harm or reduction in control is significant. A definition of addiction 
does not need to yield a bright line that classifies every case as addiction or not regardless of 
circumstances, effects, and purposes.

There can be extreme cases that count as addictions for any purpose because they clearly 
fulfill all of the relevant criteria. Any plausible definition of addiction must accommodate these 
paradigm cases. In order to remove relativity, one might be tempted to define addiction as only 
these paradigm cases or, less restrictively, as severe substance use disorder under DSM-5 criteria.1 
Then one could claim that all other cases are not really addictions but are only loosely called 
addiction because they are similar in some ways to the paradigm or severe cases. Such narrow 
definitions will serve some purposes, and nobody will deny the cases that they include as addic-
tions. Nonetheless, they are still not adequate for other purposes, because they exclude many 
patients that clinicians want to help as well as many kinds of addiction that scientists want to 
study. In order to fulfill those other purposes, we need to move beyond the paradigm and severe 
cases into the borderline territory where various definitions come apart. A choice to avoid those 
borderline cases reflects one’s purposes just as much as a choice to include them.

Hence, there is nothing wrong with a definition that allows diagnoses and classifications to 
vary with purposes of speakers. Indeed, allowing definitions to be relative to purposes has ben-
efits for understanding some tricky cases. These benefits can be illustrated by three examples.
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Abstinent addicts

Alcoholics Anonymous notoriously requires its members to announce, “I am an alcoholic,” and 
related groups have similar requirements. This announcement strikes many people as odd when 
said by a member of Alcoholics Anonymous who has not touched alcohol for several years. 
Similarly, DSM-5 allows clinicians to say that a patient has a substance use disorder even when 
that patient is in “sustained remission” and has no cravings any more. How can someone still be 
an alcoholic or addict after years of abstaining?

One interpretation is that this practice is a useful fiction. It might make sense for the long-
abstinent member of Alcoholics Anonymous to think of herself as still an addict, because this 
announcement helps her avoid relapse. Instead of thinking of herself as able to have an occa-
sional drink like a non-addict, she thinks of herself as an addict for whom every drink creates 
a serious danger of relapse and contributes to her alcoholic pattern of drinking. If the goal is to 
prevent relapse (which is the goal of Alcoholics Anonymous), and if this definition serves as a 
useful fiction to help prevent relapse, then it makes practical sense to define alcoholism broadly 
enough to include members who have not touched alcohol in years.

Similarly, suppose that a neuroscientist discovered that the neural condition that is com-
mon to alcoholics (and perhaps other addicts) continues in an alcoholic’s brain for years after 
remission. Then it could make theoretical sense to continue to classify a patient as an alcoholic 
for years after sustained remission. After all, what interests the neuroscientist is that lasting 
brain condition.

In contrast, imagine that a person who used to drink heavily but has not used alcohol in 
years cites his alcoholism as grounds for taking a week off from work to go to a luxurious alco-
holism treatment center paid by his insurance. Or suppose he cites his alcoholism as an excuse 
for neglecting his children and spouse. Claims like these would and should be rejected. Even 
if it makes sense for the purpose of preventing relapse or neuroscience to classify this person as 
an alcoholic, that diagnosis cannot properly be used for the distinct purposes of insurance or 
responsibility. Different people can use the same words for different purposes, but we still need 
to distinguish those different purposes in order to avoid confusion and absurdity.

Pain medication

Consider next a patient who takes morphine to reduce pain from a chronic illness. She tried to 
cut down, but her chronic pain became too intense to bear. However, that pain is due to her 
chronic condition and not—at least not primarily—due to withdrawal from the pain medica-
tion. If she quit taking morphine, then she might have some withdrawal symptoms, but soon 
she would feel pretty much as she would have felt if she had never taken morphine to begin 
with. Still, feeling that way would be excruciating. Let’s assume also that she develops tolerance 
and spends a lot of time seeking and using morphine in order to regulate her pain.

Is she addicted? Here our judgment is more complicated than in the first case, but the lesson 
is basically the same. She fulfills the diagnostic criteria of addiction, so she could be classified as 
an addict for some purposes. She certainly has a hard time quitting and her life is ruled by her 
use of morphine. If we’re trying to excuse her when she misses a family event because, despite 
trying not to use morphine, she succumbs to her pain and uses, then that excuse can be valid. 
But the excuse looks different if we think of the excuse as being an addiction caused by regu-
lar morphine use than if we think of it as an excuse that comes from regular morphine use in 
response to pain. The full excuse includes both, and we suspect as a result that people may agree 
on the relevant facts but disagree over just how responsible the person is.
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In contrast, if a neuroscientist is studying the brain condition that underlies addiction to mor-
phine, then the neuroscientist’s interests will determine whether this patient is a good candidate 
for a research study. If the neuroscientist is interested in the effects of long-term morphine use 
on tolerance, then this patient might be a good candidate, since she did develop tolerance. In 
contrast, if the neuroscientist is interested in how long-term use changes addicts’ decision-
making abilities, then this patient would seem to be a poor candidate for research, because her 
decision to take morphine is determined by her desire to avoid pain and not only by the effects 
of morphine use. Thus, whether or not this patient should be classified an addict depends on the 
interests of the person asking the question.

Can our earlier philosophical account settle whether or not she is an addict? This patient 
shows a strong want that leads to some harm and some lack of control, but how much and are 
they significant? Normally we would measure her level of control by asking whether she would 
quit if she had more reason to quit than to continue. In this case, however, it is not clear how 
she could have better reason to quit as long as her pain would be excruciating and debilitating 
if she quit taking morphine. We could still ask whether she would quit if she had strong reasons 
and also could quit without ensuing pain, but it is not clear why that counterfactual shows that 
she has control in her current circumstances where she needs the drug to stop the pain. Thus, 
it is not clear how much control she lacks. And what about harm? Even if she is harmed by her 
regular use of morphine, she still might be harmed even more if she were to quit. Of course, 
the harms are different—health effects instead of pain—but it is not clear whether she is harmed 
overall or whether overall harm instead of harm to health is what determines whether she is 
addicted. The general problem is that we need to determine whether a person is harmed by use 
when there are also harms in not using.2 What this case highlights is that an abstract, philosophi-
cal account that applies to addiction generally will not by itself settle such difficult cases.

Erdős

Finally, consider a real case (Hoffman 1998). Paul Erdős was a famously prolific mathematician 
whose love for math seemed to surpass his interest in everything else. He co-authored with over 
500 other mathematicians and scientists, usually after showing up at their houses (perhaps unan-
nounced) with all of his few possessions, collaborating for a few days, then leaving for his next 
destination with new papers in his wake. He never married or had children, had no siblings, and 
most of his family died in the Holocaust. During his life, he published over 1,500 papers and 
made many other contributions to mathematics.

Erdős drank a tremendous amount of coffee, and, when he was almost 60, he began using 
amphetamines. His friends were bothered by his amphetamine use, and one of them bet Erdős 
$500 that he couldn’t go a month without drugs. Erdős won the bet, but he claimed “You’ve 
showed me I’m not an addict. But I didn’t get any work done. I’d get up in the morning and 
stare at a blank piece of paper. I’d have no ideas, just like an ordinary person. You’ve set math-
ematics back a month” (Hoffman 1998: 16). He began using again.

Was Erdős an addict? He was able to quit, but so are many addicts, given the right incentives—
sometimes quite minimal incentives, as Contingency Management therapy exploits to good effect 
(Heyman 2009; Zajac et al. this volume). Clearly, Erdős was dependent on amphetamines insofar 
as he could not work as productively without them once he’d started. Just as clearly, he was 
not dependent on amphetamines in that he did quit for $500 and had 40 years of prolific work 
behind him at the time when he started using them. Did he have control over his use? Like the 
previous case, he demonstrated some control, though he probably felt that he had no reason ever 



Walter Sinnott-Armstrong and Jesse S. Summers

130

to try to quit again, so he likely wouldn’t test it again. Was his use causing harm? Perhaps, since 
amphetamines do have some health consequences, such as increased risk of heart attacks, and 
Erdős died of a heart attack at age 83. Still, again as in the previous case, any discussion of harm 
needs to balance the harms of use with the harms of not using. Not using clearly created some 
serious harms for someone who loved mathematics as much as he did.

If a neuroscientist wanted to study addiction, though, would Erdős have been a good research 
subject? That depends on the particular interest of the neuroscientist. Would Erdős have been 
a good patient for a clinical dependence treatment program? Perhaps. He clearly would have 
resisted treatment, and, given his priorities, he may have been right to do so. But, if ampheta-
mines were, on balance, interfering with his life—imagine that he began having legal or health 
problems as a result of use that interfered even more with his productivity than his withdrawal 
did—then clinical dependence treatment may have been useful.

The ways in which Erdős differs from many other homeless, itinerant amphetamine users 
are significant, but do they show that he is any more or less an addict? Or do they show, as we 
here propose, that there are many ways to define “addiction” that are all useful for their own 
purposes, and that we are misguided if, once we’re clear about these various practical purposes, 
we continue to insist that there must be a single correct definition for all, regardless of purpose.

Conclusion

We have argued that a pragmatic view of addiction is defensible, and that it solves some dif-
ficulties in understanding addiction by highlighting that various definitions of addiction serve 
various practical purposes. Those various definitions still might not differ in most cases, but they 
will differ in some cases by classifying individuals as addicts for some purposes and not as addicts 
for other purposes. When definitions seem to conflict in this way, these apparent conflicts need 
not show that these definitions are incorrect or inadequate. These conflicts might instead show 
only that different definitions are equally useful, though for different purposes. That is enough 
for pragmatists.

We have focused our attention on those definitions that are most likely to come into conflict 
for serious philosophical and scientific work on addiction. But there are of course many other 
purposes and definitions of addiction. Abstemious religious and political groups may define 
addiction in a broad way so as to include any regular use. By contrast, the alcohol and tobacco 
industries (and other commercial interests) prefer to define addiction quite narrowly, classifying 
regular smoking, for example, as a habit, not as an addiction.3 What we’ve said here hasn’t taken 
a position on the definitions we’ve considered or on how valuable the underlying purposes are. 
We can, however, ask whether the tobacco industry’s purposes and corresponding definition 
are worth taking seriously, and, if not, why not. In fact, by highlighting the way in which such 
purposes inform all definitions of addiction, we have made explicit how we can engage those 
definitions that we might find disagreeable.

Given our pragmatic view, what is the point of philosophical reflection on addiction? One 
point is to illuminate related concepts and relations to those other concepts. We illustrated this 
above in discussing “control” and “harm,” which are philosophically interesting and impor-
tant concepts that reflection on the various cases of addiction help to illuminate. Philosophical 
reflection can also help us refine various pragmatic concepts of addiction. We saw in some 
of the above cases that diagnostic criteria leave a lot of grey areas in which clinicians must 
deploy philosophical reflection about what they are trying to accomplish. More abstractly, 
philosophical reflection—particularly when that reflection is informed by clinical practice and 
neurobiological research—helps us determine which features should be grouped together as 
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relevant for treatment and what about those features can justify treatment even over objection. 
Finally, philosophical reflection on the nature of addiction can reveal what unites a disparate 
set of definitions. By reflecting abstractly on what pragmatic definitions have in common, we 
may arrive at a better understanding of them all.

Notes
1 Thanks to Hanna Pickard for suggesting that we reply to this possibility.
2 Cases like this led one of the authors to focus on the comparative element in characterizing addiction, 

asking not whether the drug use caused harm, but whether a person has overvalued her own drug use, 
relative to the alternatives (Summers 2015). Significant harm is a cost that entails that one overvalues 
their drug use, so this account will largely overlap with the account in Sinnott-Armstrong and Pickard 
(2013). However, the comparative account directly addresses cases in which one should bring about 
significant harm because the alternative harm is worse.

3 Thanks to Serge Ahmed for highlighting this issue.
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11
DIAGNOSIS OF ADDICTIONS

Marc Auriacombe, Fuschia Serre, Cécile Denis,  
and Mélina Fatséas

What is addiction? Core and constellation: a clarification challenge

Both substances and behaviors can be considered to be forms of addictions, understood as an 
abnormal long-lasting pattern of use or practice that is reinforcing and may be repeated to 
excess, to the point that it endangers the individual. This excess of use or practice is typically vis-
ible to an observer, but, equally, users themselves may also report it as disturbing. The dangerous 
consequences may sometimes spread from the individual to his environment, making addiction 
an individual characteristic (a disease or disorder), with environmental and social consequences 
(public health impact, political and societal implications).

Although excess is a common characteristic of addictions, its definition is difficult. Excess 
may be defined by use over a pre-determined threshold that may be defined by quantity or 
frequency. Excess may also be defined by any quantity/frequency as long as it has negative con-
sequences, acute or chronic. Nevertheless, substances that are commonly taken to excess have 
been shown to directly activate the brain reward system, which is involved in the reinforcement 
of behaviors and the production of memories (Volkow et al. 2016). Similarly, behaviors that are 
practiced to excess have been shown to activate most of the same reward pathways activated by 
substances (Noori et al. 2016). The pharmacological mechanisms by which each class of sub-
stances activates the reward pathways are different, but a common outcome is the production 
of pleasure (an experience that motivates repetition). This is also reported for behaviors that 
can be practiced to excess. Although the pleasure produced by most of the substances is more 
intense and reliable than that produced by behaviors, inter-individual variability is important to 
recognize. Gambling and gaming, physical exercise, sex, and use of the Internet are all examples 
of behaviors for which the activation of the reward system has been documented and for which 
there are reports of a pleasurable effect. It is an open question whether excessive food consump-
tion is more like a substance addiction or a behavioral addiction (Gearhardt et al. in this volume).

Loss of control over substance use or practice is considered to be the core of addiction, 
which must be differentiated from the surrounding constellation of preexisting risk factors and 
consequences, whether toxicological, physical or environmental. Once settled all these charac-
teristics coexist making distinguishing them difficult (Figure 11.1). Loss of control is typically 
expressed through observer or subject reports of excessive use or behavior. This is a major 
dilemma for addiction modeling and research as excessive use or behavior is not easy to define. 
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Figure 11.1 A model for addiction diagnosis criteria.

Note: Core criteria of addiction and surrounding constellation of signs and symptoms consequential 
to addiction need to be better assessed and controlled. The challenge is to tease apart core criteria of 
addiction from preexisting risk factors or individual causal characteristics as well as the consequences 
of addiction per se. When assessing individuals with addiction, expression of core and constellation 
symptoms may be mixed at any given time. Statistically, all these signs and symptoms aggregate together 
(Auriacombe et al., 2016b, Fatséas et al., 2015b, Serre et al., 2015).

If defined as use over a pre-determined threshold, how do we determine the threshold? And 
if defined as use with consequences, how do we differentiate loss of control of use or behavior 
from any use in a toxic range? The dilemma is that any use, excessive or not, has consequences 
that are independent of the how and the why of use (i.e., independent of addiction). Be that as 
it may, excessive use or behavior nonetheless has short-, medium- and long-term toxicological 
consequences for the brain and many body parts, as well as social consequences, both direct 
and indirect (brain-induced social impairment). If excessive use is common in addiction, it is 
not enough by itself to characterize addiction, as excessive use may simply reflect a voluntary 
pattern of use or behavior among individuals without addiction. Most models of addiction, 
animal and human, have failed to introduce an appropriate distinction between addiction and 
its consequences. In other words, addiction is not sufficiently defined by use or behavior with 
consequences. Moreover, the diagnostic criteria that are driven by population-based epidemio-
logical studies cannot make the needed distinction between causes and consequences, because 
these necessarily aggregate statistically.

Another important characteristic, and potential controversy, surrounding the question of 
what is addiction, is that it is a fairly stable condition: it persists beyond detoxification and 
substance/behavior abstinence. This is expressed in the repeated relapses and intense cravings 
that may occur when individuals with addictions attempt to control excessive use through 
abstinence. This craving, defined as a repeated unwanted intrusive psychological state that is 
characterized by an intense and compulsive desire to use a substance or to engage in hedonic 
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behaviors, might be the core of addiction (see the section that begins on page 137 of this 
chapter). Contrary to withdrawal and tolerance that reverse rapidly, craving persists years after 
substance or behavior discontinuation and is highly predictive of relapse. From this perspective, 
addiction may be considered as a chronic disease, and may benefit from long-term approaches 
to treatment, in line with other areas of health (McLellan et al. 2000).

What are the diagnostic criteria?

The Diagnostic and Statistical Manual of Mental Disorders (DSM) and the International Statistical 
Classification of Diseases and Related Health Problems (ICD) have approached mental disorders as 
largely discrete entities that are characterized by distinctive signs, symptoms, and natural histo-
ries. Addiction diagnosis was included in the DSM and the Mental Disorders section of ICD at 
its implementation. Since the mid-1980s the DSM and ICD have brought considerable diag-
nostic reliability (Kraemer 2014). Properly assessed using the DSM (which in this respect is in 
advance of the ICD (Hasin et al. 2013)), addictions have high inter-rater reliabilities (Lobbestael 
et al. 2011), and are internally coherent and valid statistically (Kraemer et al. 2012; Nelson et al. 
1999). However, no reliable biological markers have emerged yet from this approach, to the 
disappointment of many who consider important the progress of knowledge in neurosciences 
in general and very specifically in the addiction area (Kwako et  al. 2016; Noori et  al. 2016; 
Volkow et al. 2016). Some have considered this a flaw in the DSM and ICD process, which 
relies too much on epidemiology and statistics in its approach and does not take sufficiently into 
account biological knowledge in neurosciences, genetics and imaging. In response, in 2009, 
the Research Domain Criteria (RDoC) initiative was launched by the NIMH. Its objective 
was to ground mental disorders in biology by going from knowledge of neurocircuitry activity 
up to meaningful clinical entities (Lilienfeld and Treadway 2016). The DSM/ICD and RDoC 
approaches have been considered to be opposed to one another. The DSM/ICD is considered 
too categorical, making too many distinctions among mental disorders; and the RDoC too 
dimensional in its perspective, leading to confusion between biological continuity and behav-
ioral and emotional expressions. However, to date, the RDoC approach has yet to make good 
on its promises. Further, categorical and dimensional perspectives do not need to be opposed, 
indeed both aspects are needed to characterize disorders from the perspective of interventions, 
whether these are in the form of prevention or treatment (Kraemer 2015), as some degree of 
dimensionality is needed for outcome monitoring. Recently, Kwako and colleagues have sug-
gested a neuroscience-based framework for diagnosis of addictive disorders (Kwako et al. 2016). 
Nonetheless, at this time, the DSM approach is the most prevalent state-of-the-art diagnostic 
system for the addictions.

Current state of the art: a focus on the recent edition of the DSM-5  
diagnostic criteria

Diagnosis of addiction is based on a set of criteria established by an international and multidis-
ciplinary team of experts who consider the latest advances in research and clinical knowledge 
(American Psychiatric Association 2013). The DSM-5 has lumped substance-use disorders and 
gambling disorder into one new diagnostic category based on the many commonalities they 
share; and has made suggestions for a possible internet gaming disorder to be studied for inclu-
sion in future revisions (Hasin et al. 2013; Petry et al. 2014a; Petry et al. 2014b; Denis et al. 
2012a). A new eating behavior has been characterized that very much overlaps with addictions, 
“Binge Eating Disorder”, although it has been placed in the Eating Disorders chapter and not, in 
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contrast with Gambling, in the Substance-related and Addictive Disorders chapter. This opens 
the door for food addiction and other non-substance addictions to be included as disorders in 
future editions of the DSM.

Features of the DSM diagnostic criteria: core and constellation

The essential feature of the DSM Substance Use Disorder is a cluster of cognitive, behavioral, 
and physiological symptoms indicating that the individual continues using despite significant 
substance-related problems. The diagnosis of a Substance Use Disorder can be applied to any 
reinforcing substance that may be used to excess. For certain substances, some criteria are less 
salient, and in a few instances may not apply. These set of criteria have also been thought to 
apply to reinforcing behaviors such as food, sex, gambling and gaming. As noted above, in 
DSM-5, of these only gambling is treated as an addictive-type disorder, retained from earlier 
editions with a modified set of criteria.

Overall, the diagnosis of a Substance Use Disorder is based on a pathological pattern of 
behaviors related to use of the substance. Criteria can be considered to fit within four groupings 
that correspond to impaired control, social impairment, risky use, and pharmacological adapta-
tion. We argue that the first grouping describes the core of addiction, while the other three 
groupings are a constellation of pre-existing risk factors and consequences.

Core criteria of addiction

IMPAIRED CONTROL OVER SUBSTANCE USE (CRITERIA 1–4)

The individual may take the substance in larger amounts or over a longer period than was  
originally intended (Criterion 1). The individual may express a persistent desire to cut down or 
regulate substance use and may report multiple unsuccessful efforts to decrease or discontinue use 
(Criterion 2). The individual may spend a great deal of time obtaining the substance, using the sub-
stance, or recovering from its effects (Criterion 3). In some instances of more severe Substance Use  
Disorders, virtually all of the person’s daily activities revolve around the substance. Craving 
(Criterion 4) is manifested by an intense desire or urge for use which may occur at any time.

Pre-existing risk factors and consequences

SOCIAL IMPAIRMENT (CRITERIA 5–7)

Recurrent substance use may result in a failure to fulfill major role obligations at work, school, 
or home (Criterion 5). The individual may continue substance use despite having persistent 
or recurrent social or interpersonal problems caused or exacerbated by the effects of the sub-
stance (Criterion 6). Important social, occupational, or recreational activities may be given up 
or reduced because of substance use (Criterion 7). The individual may withdraw from family 
activities and hobbies in order to use the substance.

RISKY USE OF THE SUBSTANCE (CRITERIA 8–9)

This may take the form of recurrent substance use in situations in which it is physically hazard-
ous (Criterion 8). The individual may continue substance use despite knowledge of having a 
persistent or recurrent physical or psychological problem that is likely to have been caused or 
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exacerbated by the substance (Criterion 9). The key issue in evaluating this criterion is not the 
existence of the problem, but rather the individual’s failure to abstain from using the substance 
despite knowledge or evidence of the difficulty it is causing.

PHARMACOLOGICAL ADAPTATION (CRITERIA 10–11)

Tolerance (Criterion 10) is signalled by requiring a markedly increased dose of the substance 
to achieve the desired effect or a markedly reduced effect when the usual dose is consumed. 
Tolerance must be distinguished from individual variability in the initial sensitivity to the effects 
of particular substances. Withdrawal (Criterion 11) is a syndrome that occurs when blood or tis-
sue concentrations of a substance decline in an individual who had maintained prolonged heavy 
use of the substance. After developing withdrawal symptoms, the individual is likely to consume 
the substance to relieve the symptoms if they have the opportunity. Withdrawal symptoms 
vary greatly across the classes of substances. Neither tolerance nor withdrawal is necessary for 
a diagnosis of a Substance Use Disorder. Furthermore, symptoms of tolerance and withdrawal 
occurring during appropriate medical treatment with prescribed medications (e.g., opioid anal-
gesics, sedatives, stimulants, etc.) are specifically not counted when diagnosing a Substance 
Use Disorder. The appearance of normal, expected pharmacological tolerance and withdrawal 
during the course of medical treatment has been known to lead to an erroneous diagnosis of 
“addiction” even when these were the only symptoms present. Persons whose only symptoms 
are those that occur as a result of medical treatment (i.e., tolerance and withdrawal as part of 
medical care) do not qualify for the diagnosis of a Substance Use Disorder.

Diagnostic criteria change overtime. Example of changes introduced  
by the DSM-5

Changes in the concept of addiction have led to the evolution of its definition and its diagnostic 
criteria, as reflected by the successive and revised editions of the DSM since its first publication 
in 1952. The last edition was published in May 2013, nearly 20 years after the previous edition, 
the DSM-IV, published in 1994.

A major change of the last edition was the introduction of a dimensional approach: individu-
als exhibit a more or less severe addiction depending on number of criteria met. This dimen-
sional perspective is a change from the previous purely categorical approach, and the DSM-5 
diagnosis of Substance Use Disorder combines the DSM-IV criteria for substance abuse and for 
substance dependence. Indeed, item response theory (IRT) analysis conducted in many studies, 
of more than 200,000 subjects in total, revealed the uni-dimensionality of all DSM-IV criteria 
for abuse and dependence, except for one, namely, legal problems (Hasin et al. 2013).

In addition to the introduction of a dimensional perspective, the revision process between 
DSM-IV and 5 also considered whether some criteria could be dropped. The legal problems 
criterion was removed, based on its low prevalence and its low discrimination power in IRT 
analysis. This criterion was also dependent on the legislation, and therefore introduced variabil-
ity of diagnosis by country.

Gambling disorder, previously integrated as pathological gambling in the DSM-IV section of 
Impulse-Control Disorders, is now joined to substance use disorders in the DSM-5 diagnostic 
category of Substance-Related and Addictive Disorders. This evolution reflects the frequent 
comorbidity between gambling disorder and substance use disorders (Grant and Chamberlain 
2015), and their many behavioral and biological similarities (Petry et al. 2014a; Bosc et al. 2012; 
Rennert et al. 2014). The criterion “illegal acts” was removed for the same reasons that legal 
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problems were removed from substance use disorders; and the diagnostic threshold was reduced 
from five to four or more criteria to improve classification accuracy. The possibility of using 
criteria for substance use disorders to assess gambling was shown to be feasible and reliable with 
the DSM-IV dependence criteria (Denis et al. 2012a). Future work should explore if gambling 
disorder might be assessed using the same criteria as those used for Substance Use Disorders in 
DSM-5, which include a specific focus on craving.

This is indeed a major revision between DSM-IV and 5, namely, the addition of a new cri-
terion: craving. It should be acknowledged that this criterion was implicated by the dependence 
criteria in ICD-10, although the word “craving” itself is not used (World Health Organization 
1993). Although this new criterion does not seem to provide any additional information sta-
tistically, the IRT analysis revealed that it fits well with the other criteria and does not perturb 
their factor loadings, severity and discrimination. Support for adding craving comes from human 
research studies (Auriacombe et al. 2016b; Hasin et al. 2013; Sayette 2016; Serre et al. 2015).

The core of addiction: is craving the link between behavior, brain  
and environment?

Craving is often cited as intrinsically linked to relapse, making it an interesting and useful crite-
rion for research and clinical purposes (Auriacombe et al. 2016b; Sayette 2016). However, how 
to define craving represents a challenge for patients, clinicians and researchers. In the addiction 
field, standard definitions of craving refer to an irrepressible and intense urge to use a substance 
or to perform a rewarding behavior. The distinction between craving and urge is then based 
on intensity. However, craving is often described by individuals as an unwanted experience – 
an unwanted urge to use. Many definitions of craving do not make explicit this involuntary 
aspect. More than the intensity of the urge, it is also that it occurs at an inappropriate moment 
(time/place) that contributes to the associated distress (Auriacombe et al. 2016b). This is an ego-
dystonic experience, which causes distress and discomfort for those who experience it. A further 
challenge to defining craving is that when experiencing an unwanted craving, individuals may 
lack verbal means to adequately describe and communicate their distress. As a result, although 
clinicians and researchers have been interested in craving for a long time (Childress et al. 1986; 
O’Brien et al. 1998), it has not been fully investigated because of the difficulty of pinpointing 
the experience within clinical and research contexts. A final challenge is to distinguish craving 
from the acute phenomenon of withdrawal, both in its clinical expression and in the underlying 
pathophysiological mechanisms. For many years, craving has been listed among symptoms of 
withdrawal, even though it can occur long after withdrawal symptoms have abated.

The World Health Organization (WHO) emphasized in 1954 that the term “craving” was 
confusing and had the disadvantage of implying negative connotations in popular English usage 
(World Health Organization 1955). This is not a problem for other languages in which the term 
“craving” does not exist. As a consequence, the use of the word “craving” introduces a need for 
clarification and thus can serve to contribute to a better understanding of what is meant, requir-
ing us to characterize craving as a unique experience of individuals with addiction, thereby 
facilitating individuals’ report of this experience. Unfortunately, WHO suggested avoiding the 
term “craving.” The term “pathological desire” was recommended instead for describing “sym-
bolic craving” as opposed to a form of “physical craving” more related to withdrawal. This 
contributed to many misunderstandings about craving vis-à-vis withdrawal. On a conceptual 
level, the term “craving,” is sometimes defined as a subjective desire to feel the effects of the 
substance, and is differentiated from the term “urge,” which is characterized as a consequence 
of craving, and represents the intention to use (Marlatt 1987).
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The lack of consensus and clarity on the definition of “craving” led to the development of 
a multitude of very heterogeneous measurement tools (Rosenberg 2009; Sayette et al. 2000). 
Many studies use a visual analogue scale, allowing a simple and rapid measurement of the inten-
sity of craving. Other studies use multi-item tools to examine different dimensions of craving 
(Flannery et al. 1999). Difficulty in defining and measuring craving can be explained by the 
complexity of the phenomenon and its multidimensional aspect (Shadel et al. 2001). A recent 
meta-analysis (Noori et al. 2016) has suggested that cue-mediated craving involves mechanisms 
that are not exclusive for addictive disorders but rather resemble the intersection of information 
pathways for processing reward, emotional responses, non-declarative memory and obsessive-
compulsive behavior. According to the theoretical models chosen, the concept of craving can 
integrate cognitive, affective, motivational or physiological components. Thus, tools have been 
developed to better capture some of these aspects.

From a prognostic perspective, craving could be the ideal candidate to predict relapse (Miller 
et  al. 1996; Fatséas et  al. 2011; Tiffany and Wray 2012). It is of great importance, both for 
research and clinical purposes, to discover a measurable criterion to identify risk of relapse. 
Craving is often reported as a conscious precipitating factor for relapse by individuals with 
addiction. Although it is generally accepted that craving is a core symptom of addiction, con-
troversy still exists concerning its role in substance use and relapse. Many theoretical models of 
addiction place craving as the major motivational substrate of substance use and relapse during 
abstinence attempts (Baker et al. 1986; Ludwig et al. 1974; Marlatt and Gordon 1980; Robinson 
and Berridge 1993; Wise 1988), but some others suggest that craving is not necessarily involved 
in substance use (Baker et  al. 2004; Tiffany 1990). Two recent systematic literature reviews 
have tried to distinguish the predictive value of craving in relapse, treatment outcomes, and 
substance use in general (Serre et al. 2015; Wray et al. 2013). The first review was restricted to 
tobacco studies and concluded that, although craving was frequently associated with relapse, this 
association was not systematic (Wray et al. 2013). The association between craving and relapse 
seemed to be highly dependent on the time of measurement of craving (post-quit craving more 
predictive than pre-quit craving) and the context in which craving was measured (cue-induced 
craving in the laboratory is weakly associated with relapse). The second review was restricted 
to studies evaluating the relationship between craving and substance use in ecological condi-
tions of daily life, through the EMA (Ecological Momentary Assessment) method (Serre et al. 
2015). This method uses smartphones to collect real-time data, several times a day, in the natural 
environment of study participants (Stone and Shiffman 1994). The EMA offers the possibility to 
study prospective links between events, integrating the influence of environmental factors. This 
systematic review collected studies concerning all substances, and concluded that craving was 
associated with substance use and relapse in 92% of studies. This finding was most pronounced 
when craving occurred shortly (minutes or hours) before substance use. In a recent study con-
ducted in the context of daily life using the EMA method, the role of environmental stimuli 
in the induction of craving and relapse was examined among patients treated for addiction to a 
variety of substances (Fatséas et al. 2015b). The results of this study showed that the intensity of 
craving was a powerful predictor of substance use in the following hours. Furthermore, expo-
sure to factors previously associated with use, and specific to each individual, were potent induc-
ers of craving followed by relapse, within hours of exposure to these person-specific stimuli. 
These person-specific factors, such as places, contexts, and emotions are very specific to each 
individual, linked to personal history and provide stronger inducers of craving than more uni-
versal substance-specific cues.

Craving is also reported as an important symptom among individuals with gambling disor-
der, persisting months after gambling abstinence (Ladouceur et al. 2007) and a key determinant 
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of relapse in gambling disorder (Smith et al. 2015; Tavares et al. 2005). A recent study showed 
that craving ratings in participants with gambling disorder increased following gambling cues 
compared with non-gambling cues; that gambling cues in individuals with gambling disorder 
increased brain responses in reward-related circuitry; and that this response co-varied with crav-
ing intensity (Limbrick-Oldfield et al. 2017). Animal studies have suggested the addictive liabil-
ity of sugar (Ahmed et al. 2013). Obese subjects with possible food addiction have been shown 
to report more severe food craving than their non-addicted counterparts (Davis et  al. 2011; 
Meule and Kubler 2012; Fatséas et al. 2015a). Food craving has been suggested to contribute 
to unsuccessful attempts to reduce calorie intake, and early dropout from obesity treatment 
programs (Batra et al. 2013). A prospective link between the intensity of food craving and the 
decrease in dieting success and meeting other criteria for food addiction has been shown (Fatséas 
et al. 2015a; Meule et al. 2016).

These results support consideration of craving as a common and important criterion for all 
addictions. Hence, it is possible to hypothesize a simplified universal model for addiction, with 
craving as its specific marker (Figure 11.2).

From a treatment perspective, craving appears as a prime target for the treatment of addiction, 
both in psychotherapy and pharmacotherapy (Auriacombe et  al. 2016a). Several medications 
aiming to reduce craving have been developed over the past 30 years (O’Brien 2005). These 
include naltrexone (O’Malley et al. 1992; Volpicelli et al. 1992) and acamprosate (Kranzler 2000; 
Mason 2001) for alcohol addiction, methadone and buprenorphine for opiate addiction (Fatséas 
et al. 2016; Auriacombe et al. 2003; Fareed et al. 2011) and nicotine patches for tobacco addic-
tion (Shiffman and Ferguson 2008; Auriacombe et  al. 2003). Many psychotherapeutic inter-
ventions target the management of craving. This is often done through identification of cues/
triggers so as to avoid them and/or develop strategies to cope with them and thus reduce occur-
rences of craving. In case craving occurs a plan is anticipated to avoid use and relapse through 
distraction and/or getting external support or more cognitive-based interventions (Beck et al. 
1993; Marlatt and Gordon 1985; Witkiewitz et al. 2013). Craving can also be useful as an indica-
tor of treatment efficacy, and evolution of craving during treatment could be used by therapists 
as a marker of the impact of the implemented treatment, whether psychotherapy or pharmaco-
therapy (Tiffany et al. 2012).

Unwanted

Craving Relapse
Cues
generic

individual

Figure 11.2  A simplified universal model for addiction diagnosis, inclusive of substance and behavioral 
addictions.

Note: Based on human research documenting that the intensity of craving is a powerful predictor of 
substance use and behavior practices, it is possible to suggest a simplified model with craving as the 
specific mediator to use. Furthermore, exposure to factors previously associated with use, and specific to 
each individual, are potent inducers of craving in the hours following exposure to these stimuli. These 
person-specific factors, such as places, contexts, and emotions, are unique to each individual, linked to 
personal history, and are stronger inducers of craving than more generic cues (Auriacombe et al., 2016b, 
Fatséas et al., 2015b, Serre et al., 2015).
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Broadening diagnosis to severity assessment and comprehensive  
treatment planning

Besides measuring the severity of addiction by counting the number of endorsed DSM-5 criteria 
(Hasin et al. 2013), a more comprehensive evaluation of the disorder and its consequences are 
needed for clinicians and therapists. Several tools have been developed for that purpose over 
the past 30 years. Among them, the most widely used instrument to assess the severity of addic-
tion in different settings and among different populations is the Addiction Severity Index (ASI) 
(Cacciola et al. 2011; McLellan et al. 2006). Introduced in 1980, it has since been translated 
into many languages (McLellan et al. 1980). The ASI aims to assess impairments that commonly 
occur in individuals with addictions and to help clinicians design better comprehensive and 
integrated treatments (McLellan et al. 2006). Although the initial ASI focused on alcohol and 
drugs, it was modified (mASI) by adding specific items to systematically gather data on tobacco 
use, gambling, eating disorders and other putative non-substance addictions (Auriacombe et al. 
2004). The ASI and mASI produce relevant, reliable and valid data for both clinical and research 
evaluation (Makela 2004; Denis et al. 2016; Denis et al. 2012b). For instance, higher ASI scores 
have been shown to be concordant with substance use disorder diagnoses and gambling disor-
der; they also reasonably approximate DSM dependence diagnosis (Denis et al. 2016; Rikoon 
et al. 2006). The ASI interview is not designed as a self-standing diagnostic tool, but for use with 
individuals who have been antecedently screened and determined to have an addictive disorder. 
The standardized properties of the mASI permit a comprehensive and systematic assessment of 
all addictions independently of individuals’ perceived problems and treatment settings, hence 
facilitating better-personalized treatment planning. The mASI may be helpful for clinicians to 
design the best treatment plans for a patient; for policy makers to objectively understand the 
needs of patients in treatment; and for care centers, other institutions, and also researchers to 
measure progress and outcomes in addiction treatment. For research purposes, the use of a 
unique non-substance-specific instrument allows researchers to better address the similarities 
and differences between addictions by avoiding potential confusion due to a multiplication of 
tools. In addition, a multifactorial assessment tool allows research to control for the impact of 
co-addictive disorders on treatment progress and outcome of another addictive disorder.

Looking to the future. What to anticipate for DSM6+ and ICD12+?

The most important challenge for the future of addiction diagnosis is arguably to clarify whether 
craving is or is not a reliable marker of addiction. This would require a clear and agreed definition 
of craving, e.g. as an unwanted phenomenon, to better determine how it can be distinguished 
from related phenomena such as urges and desires. There is also a need to better distinguish 
addiction from co-occurring mental disorders, and the latter from addiction-induced pseudo-
mental disorders. This is a significant challenge, as mental disorders and addictive disorders both 
produce similar symptoms, such as anxiety, depression and thought distortion. In the case of 
addiction, these are consequences of intoxication, withdrawal and craving, whereas they may 
also be the direct expression of a mental disorder. In this respect, the current set of criteria would 
benefit from being organized according to what is a core expression of addiction (loss of control 
and craving) versus what is consequential or pre-existing and/or more of a severity measure.

The lumping together by DSM-5 of some non-substance addictions with the usual substance 
addictions should be further explored, no doubt cautiously but also with some focus and deter-
mination. If this is valid, behavioral addictions should be based on the same set of criteria as 
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those used for substance use disorders. This has already started to occur with respect to gambling 
and food addiction (Denis et al. 2012a; Gearhardt et al. 2009), with some success.

For diagnoses that are noted in the DSM Appendix because of lack of evidence at the time 
of the DSM-5 publication (i.e., caffeine use disorder, gaming use disorder) further studies might 
provide sufficient evidence for eventually including these diagnoses in the Substance-related and 
Addictive Disorder chapter.

In addition to further study of craving, the identification of reliable biomarkers is a val-
uable goal to pursue, notwithstanding the many disappointments and controversies to date. 
Neuroimaging data have allowed for a better understanding of the dimensions of cue-reactivity, 
impulsivity, and cognitive control, associated with mediators and moderators of treatment out-
comes in addictive disorders. However, biomarkers of treatment response have yet to be iden-
tified to date (Garrison and Potenza 2014). The combination of the neuroimaging and the 
findings of genetic and epigenetic studies might identify both reproducible and predictable 
biomarkers of addictive disorders (Volkow et al. 2015) that eventually could be integrated in 
future classification of addictive disorder.
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12
RECONSIDERING ADDICTION 

AS A SYNDROME
One disorder with multiple expressions

Paige M. Shaffer and Howard J. Shaffer

The important thing in science is not so much to obtain new facts as to discover 
new ways of thinking about them.

Sir William Bragg (1862–1942)

Introduction

In this chapter we will discuss addiction as a construct, its history, and describe scientific evi-
dence that influenced the development of the Addiction Syndrome Model. After introducing 
the model, we will conclude by considering some of the implications of this etiologic model for 
the field of addiction studies and treatment.

Addiction is a chronic relapsing disorder of brain reward, memory and related neurocir-
cuitry, and learning. In the United States, addiction impacts nearly 1 in 10 people over the age 
of 12. Among brain disorders, addiction incurs more economic costs than Alzheimer’s disease, 
stroke, Parkinson’s disease, or head and neck injury. Addiction is the most costly neuropsy-
chiatric disorder (Uhl and Grow 2004). According to the National Institute on Drug Abuse, 
the overall annual cost of addiction exceeds half a trillion dollars, including health- and crime-
related expenses, as well as losses in productivity. Nevertheless, the consequences of addiction 
extend far beyond economic cost. Addiction damages individuals and their families, friends, and 
communities. Substance misuse and excessive behavior patterns put people at risk for devel-
oping adverse health and other social problems, such as HIV, hepatitis, overdose and death, 
unplanned pregnancy, family disintegration, domestic violence, criminal behavior, financial 
instability, housing instability, and child abuse.

Addiction can develop after exposure and interaction with a drug or activity when the rela-
tionship between the person and that drug or activity yields a desirable shift in subjective experi-
ence. Due to a set of psychosocial and neurobiological factors, some people are at greater risk for 
developing addiction. Currently, in the DSM-5, there are a variety of disorders related to sub-
stances and behaviors (e.g., Alcohol, Cannabis, Hallucinogens, Inhalants, Opioids, Sedatives/
Hypnotics/Anxiolytics, Tobacco, Caffeine, and Gambling) (American Psychiatric Association 
2013). Many people with an addiction-related diagnosis often have more than one psychiatric 
diagnosis (Kessler et  al. 2005). Recent scientific research is encouraging a reconsideration of 
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addiction (Miller and Carroll 2006). Specifically, research suggests that addiction is not a collec-
tion of distinct disorders (i.e., “addictions”), but rather varied opportunistic expressions that fall 
under one umbrella – addiction.

Addiction and the emergence of the addiction syndrome model: the 
relationship between addiction and objects of addiction

Conventional wisdom evidences the tendency to view addiction as if it could exist only if psy-
choactive drug use was involved. However, addiction is not the product of a substance or activ-
ity, though each of these things has the capacity to influence human experience. To illustrate, if 
psychoactive drug using was a necessary and sufficient cause for the development of addiction, 
then addiction would occur every time this pattern of drug using was present, and addictive 
behavior would be absent every time drug using was absent. However, due to neuroadapta-
tion (i.e., tolerance and withdrawal) adverse consequences are often present when drug using 
is absent. For example, upon stopping, disordered gamblers who do not use alcohol or other 
psychoactive drugs can experience physical symptoms that appear to be very similar to either 
opioid, stimulant, or poly-substance withdrawal (Wray and Dickerson 1981; Potenza 2001). In 
addition, people often exceed their drug dependence threshold without experiencing addiction 
(e.g., post-surgical opioid use). Therefore, drug using is neither a necessary nor a sufficient cause 
for the development of addiction. This observation provides insight into the necessity of consid-
ering a more complex relationship for individuals who might develop addiction.

When a particular pattern of behavior or drug use reliably and robustly change emotional 
experience in a desirable way, the potential for addiction emerges. It is the relationship of a 
person with the object of their excessive behavior – not just the attributes of the object – that 
defines addiction. Consequently, the causes of addiction are multi-factorial (Zinberg 1984). It is 
the confluence of psychological, social and biological forces that determines addiction.

Reconsidering addiction: the emergence of the addiction  
syndrome model

Reconsidering the concept of addiction has profound implications for science, health care, 
public policy and public health, and promulgating guidelines for healthcare reimbursement. 
Without a clear understanding of addiction, researchers will find it very difficult to reach con-
sensus regarding “addiction” prevalence rates, etiology, and the necessary treatment course that 
stimulates recovery (Shaffer 1997). Also, without a precise understanding of addiction, clini-
cians will encounter diagnostic and treatment matching difficulties, and satisfactory treatment 
outcome measures will remain lacking.

Scientific evidence supports the notion that addiction is a complex syndrome rather than var-
ious unique “addictions.” This paradigm shift holds the potential to influence how we under-
stand specific expressions of addiction. Before presenting the addiction syndrome, it is very 
useful to consider how we think about AIDS as a historical analogue to addiction.

On syndromes

A syndrome is a cluster of signs and symptoms related to an abnormal condition; not all signs 
or symptoms are present at the same time. Manifestations of a syndrome have some unique 
and some shared signs and symptoms. Unique components are associated with a syndrome 
and a specific expression of that syndrome; shared components overlap among expressions of 
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the syndrome and with other disorders. Shared components often account for observations of 
comorbidity between apparently different disorders. Finally, making diagnosis very difficult, not 
all symptoms, signs, or disorders that comprise a syndrome are present in every expression of 
the syndrome.

The history of our understanding of Acquired Immune Deficiency Syndrome (AIDS) pro-
vides a useful historical analogy for understanding addiction as a syndrome. During the early 
1980s, health researchers noticed a surge in a variety of what had previously been rare diseases. 
Clinicians viewed these diseases as distinct. Gradually, however, scientists were able to link these 
cases to a common immuno-suppression factor: Human Immunodeficiency Virus (HIV). We can-
not overstate the importance of understanding opportunistic diseases and their relationship with a 
syndrome. With AIDS for example, scientists and clinicians recognize that, although each oppor-
tunistic disease is important to consider and treat, identification of common etiology is critical.

Similar to the early days of AIDS research and treatment, addiction researchers and clinicians 
seem to be working in silos, focusing on seemingly independent expressions of addiction (i.e., 
opportunistic infections). The conventional wisdom among addiction researchers and clinicians 
has been that people develop distinct addictions and that commonalities between them are likely 
spurious or a consequence of the addiction experience. These researchers and practitioners 
might be so focused on the individual “trees” (e.g., alcohol use disorder, gambling use disorder, 
cocaine use disorder) that they fail to see the larger “forest.”

Identifying an addiction syndrome requires recognizing the presence of pre-morbid, comor-
bid, and post-morbid commonalities: phenomena shared by seemingly disparate disorders, across 
both chemical and behavioral expressions of addiction. Focusing on the unique aspects of addiction 
expressions tends to limit our view of the common influences shared by different expressions.

Evidence for an addiction syndrome: shared neurobiological and  
psychosocial antecedents

Neurobiological system non-specificity: common pathways of addiction

Scientists have identified reward neurocircuitry as the area of the brain related to the develop-
ment and maintenance of addictive behaviors. Interactions with psychoactive substances and 
activities (e.g., sex) alike have the capacity to stimulate neurobiological reward systems in gen-
eral and the brain’s dopamine reward system in particular (Wise 1995; Lawrence et al. 2009). 
Functional neuroimaging studies that display images of the brain responding to a task reveal that 
anticipation of cocaine, money, and beauty similarly energizes the reward system (Breiter et al. 
2001; e.g., Aharon et al. 2001). The observation of disparate objects stimulating similar neu-
robiological pathways indicates that, regardless of the object of addiction, the brain is the final 
common pathway for addictive behaviors.

Blum (2000) implicated a “reward deficiency syndrome” as a vulnerability to addiction. 
People with such dysfunction fail to experience sufficient pleasure; they adapt to this circum-
stance by engaging in behaviors that stimulate the faulty reward circuitry. Further,

epidemiological, genetic, and neurobiological evidence support the notion that vul-
nerability to addiction (as well as impulsive and compulsive behaviors) is genetically 
transmitted. It is not necessary to establish that all addiction is caused by genetic vul-
nerability. Heavy exposure to alcohol and other drugs may set in motion brain cir-
cuitry which may have similar end results.

Blum et al. 2000, p. 2
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Clinicians and researchers similarly have implicated the dopamine system as a powerful influence 
on the development and maintenance of addiction. In addition to reinforcing effects, dopamine 
provides a sentinel warning system for unexpected or adverse experiences (e.g., punishment) 
(Hyman et  al. 2006). Dopamine does not function in isolation. There is a complex neuro-
biological context that influences the effects of dopamine. In addition to the variety of brain 
receptor systems, the assortment of psychoactive substances also can affect these other transmit-
ter systems (e.g., norepinephrine, GABA, glutamate, serotonin) that, in turn, interact with the 
dopamine system. Ingested psychoactive substances—and human activities in general—exert 
their influence on subjective experience through the brain’s many endogenous neurotransmit-
ter systems. For example, opioids function through the endogenous opioid system and alcohol 
through the GABA system. These neurotransmitter systems, as well as others, influence the 
dopamine system. In addition, although neurobiological reward activity represents the most 
well-known system that supports the addiction syndrome, other systems deserve consideration. 
Other parts of the brain also play a role in the development and maintenance of addiction, for 
example, learning and memory in the hippocampus and emotional regulation in the amygdala. 
Overall, neurobiological findings provide evidence that disparate objects and behaviors can 
stimulate similar neurobiological pathways (e.g., Potenza et al. 2011).

Genetic overlap

There is evidence suggesting substantial genetic and environmental non-specificity across dif-
ferent expressions of addiction. For example, genetic studies reveal common molecular mecha-
nisms for drug addiction and compulsive running (Werme et  al. 2002; Werme et  al. 2000). 
Similarly, pathological gambling shares a common genetic vulnerability with alcohol depend-
ence (Slutske et al. 2000). A study of male twins showed that shared genetic and environmental 
risk factors for substance abuse are largely substance non-specific (Kendler et al. 2003a). Kendler 
et al. note, “We could not find evidence for genetic factors that increase risk for individuals to 
abuse substance A and not also to abuse substances B, C, and D” (p. 692).

Other evidence also supports non-specific genetic vulnerability to addictive behavior. For 
example, Merikangas et al. (1998b) found that similar direct (e.g., exposure to drugs) and indi-
rect (e.g., resultant family discord) factors augment genetic risk for both drug and alcohol 
abuse. In their study of female twins, Karkowski et  al. (2000) found (1) genetic and envi-
ronmental factors significantly influenced substance use in general, and (2) no evidence of a 
heritability or familial environmental effect for specific substances. Similar results were found 
in a study of Vietnam-era drug users: with the exception of heroin—which exhibited unique 
substance-specific genetic risk—investigators observed a common vulnerability to multi-class 
drug use among study participants (Tsuang et al. 1998). Finally, Bierut et al. (1998) observed 
that, “Although studies support the familial transmission of alcohol and substance dependence, 
individuals are frequently dependent on multiple substances, raising the possibility of a general 
addictive tendency” (p. 987). These findings provide evidence that genetics account for a gen-
eral and increased risk for addiction.

Shared psychosocial antecedents

Among the participants in the National Comorbidity Survey Replication Study with a past-
year diagnosis, 55% carry only a single diagnosis, 22% evidence comorbid mental disorders, and 
23% report experiences that reflect three or more mental disorders (Kessler et al. 2005). The 
prevalence of psychopathology is increased among individuals who are dependent on multiple 
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psychoactive substances (e.g., heroin, alcohol, cocaine; Conway et  al. 2003); this is perhaps 
another indication of a shared vulnerability. Many substance abuse treatment seekers have 
increased rates of anxiety and depressive disorders (Silk and Shaffer 1996; Lapham et al. 2006; 
Shaffer et al. 2007). Likewise, populations with psychopathology (e.g., major depression, gen-
eralized anxiety disorder, post-traumatic stress disorder, etc.) often exhibit increased prevalence 
of drug use disorders (Merikangas et al. 1998a; Regier et al. 1990). New multinational research 
suggests that earlier life disorders are associated with the onset of similar kinds of disorders at 
some point later in life. Similarly, childhood adversities (e.g., parental death, divorce, substance 
abuse, mental illness, sexual abuse, etc.) are associated with substance use and other mental dis-
orders during adulthood, though this association is general rather than disorder specific (Kessler 
et al. 2010). Finally, several studies show that comorbid psychiatric conditions typically precede 
alcohol abuse, cocaine use, and gambling problems (Kessler et  al. 1996; Nelson et  al. 1998; 
Kessler et al. 2008; Shaffer and Eber 2002).

Sub-clinical and social risk factors (e.g., impulsivity, poor parental supervision, delinquency) 
also are common across expressions of addiction (Brenner and Collins 1998; Welte et al. 2004; 
Whalen et al. 2001). Research shows that individuals who engage in one problem behavior also 
are likely to engage in others (Caetano et al. 2001; Shaffer and Hall 2002; Vitaro et al. 2001). 
Various socio-demographic risk factors (e.g., poverty, geography, family, peers) can influence 
the onset and course of drug use and other behavioral activities that increase the risk of addiction 
(Christiansen et al. 2002; Evans and Kantrowitz 2002; Gambino et al. 1993; Lopes 1987; Robins 
1993; Shaffer et al. 1999; Wechsler et al. 1997).

Consequences of addiction: unique and shared manifestations

Unique experiences and sequelae

Addiction can manifest in many different ways, though its premorbid characteristics and some 
sequelae are dependent upon the object with which people interact. To illustrate, if one repeat-
edly interacts with alcohol or gambling and the addiction syndrome emerges, then the manifes-
tation of this syndrome and its sequelae will have some characteristics that uniquely reflect each 
of these objects. For the individual using alcohol it might be liver cirrhosis, for the gambler, 
debt, for the smoker, pulmonary carcinoma, for an intravenous drug user, sepsis.

Shared experiences and sequelae

Despite different expressions of addiction having unique manifestations and sequelae, each 
expression also has shared manifestations and sequelae. Zinberg suggested that, “the experi-
ence of addiction diminishes personality differences and makes all compulsive users seem very 
much alike” (1984, p. 111). Various and distinct expressions of addiction also stimulate similar 
biopsychosocial sequelae. People who engage in substance abuse, pathological gambling or 
excessive shopping commonly have recognizable biopsychosocial sequelae (Shaffer and Hall 
2002; Zinberg 1984; Christenson et al. 1994). Chemical and behavioral expressions of addiction 
also evidence similar neurobiological consequences, including the emergence of neuroadapta-
tion (i.e., tolerance and withdrawal). Neurocognitive manifestations between behavioral and 
chemical expressions of addiction also are similar. For example, alcohol dependent and disor-
dered gambling individuals share increased impulsivity and risky decision-making compared 
with matched controls; both of these deficits are associated with ventral prefrontal cortical 
dysfunction.
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Parallel natural histories

There is a natural history to the course of addiction that begins with risk factors and always 
includes exposure to potential objects of addiction (Slutske et al. 2003; Vaillant 1983). Once 
addictive behavior patterns emerge, there is a similar natural history across various expressions. 
For example, Hunt et al. (1971) presented a seminal research synthesis demonstrating remark-
ably similar relapse patterns for heroin, smoking, and alcohol. The observation that drugs with 
important biochemical differences follow the same course suggests that the object of addiction 
is less relevant to the course of addiction than previously thought. These patterns reflect the 
dynamics of a common underlying addiction process and challenge the conventional under-
standing of addiction (Marlatt and Gordon 1985; Marlatt et al. 1988; Shaffer 1999).

There is emerging scientific evidence suggesting that, like substance use disorders, gambling 
disorders are dynamic: over time, individuals with these disorders might experience worsening 
symptoms but also might recover. People who recover do so through self-directed change and/or  
treatment. Many individuals who remit from addiction accomplish this on their own and with-
out formal treatment (Schachter 1982; Shaffer and Jones 1989; Slutske 2006; Sobell et al. 1996; 
Klingemann and Sobell 2007). However, though the majority of people stop addiction on their 
own, it is likely that the success of this change strategy is similar to that of treatment seekers 
(Cohen et al. 1989) and the rate of success varies with the severity of the disorder.

Object non-specificity

Research suggests that addiction is not necessarily inextricably linked to a particular substance or 
behavior. For example, circumstantial opportunity plays a more influential role in the develop-
ment of addictive behavior than individuals’ preferences for certain drugs (Harford 1978). It is 
very common for recovering people to “hop” from one expression of addiction (e.g., opioids) 
to another (e.g., cocaine, alcohol, gambling, etc.) before successfully recovering from addic-
tion. Hser et al. (1990) examined longitudinal patterns of alcohol and opioid use and observed a 
decrease in alcohol consumption at the time that opioid addiction began; likewise, during peri-
ods of decreased opioid use, alcohol consumption increased. Similar patterns have been demon-
strated for illicit drugs and nicotine (Conner et al. 1999), alcohol abuse and bulimia (Cepik et al. 
1995), and substance abuse and pathological gambling (Blume 1994). Finally, clinical research 
has shown that during early treatment for opioid dependence, as both opioid and cocaine use 
decreased, sedative use increased (Shaffer and LaSalvia 1992).

Concurrent manifestations of addiction

The prevalence of poly-substance abuse is well documented (Kessler et al. 2005; Kessler et al. 
1997; Grant et al. 2004); the co-occurrence of chemical and behavioral expressions of addic-
tion also is common (e.g., Kessler et al. 2008; Baker 2000; Lejoyeux et al. 1996; Feigelman 
et  al. 1998; Christenson et  al. 1994). For example, individuals who are dependent on psy-
choactive substances are more likely to be disordered gamblers (Lesieur and Heineman 1988; 
Feigelman et  al. 1998; Black and Moyer 1998). Research demonstrating the frequent co-
occurrence of different expressions of addiction signals the potential presence of an underlying 
root cause of addiction.

In addition to the shared psychosocial antecedents and co-occurring manifestations of addic-
tion, there is evidence suggesting that expressions of addiction are associated with identifiable 
subclinical “shadow” syndromes that can influence the experience, manifestation and treatment 
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outcomes associated with addiction (Boudreau et al. 2009). Shadow syndromes are subclinical 
clusters of signs and symptoms. Everyone has characteristic shadows; these are the features of 
human personality and character (Ratey and Johnson 1997). However, shadows typically go 
unnoticed or undetected by observers because they think of these shadows as a person’s person-
ality style (Shapiro 1965). To illustrate, in the case of shadow syndromes related to gambling dis-
orders, research indicates that individuals with a diagnosis of pathological gambling experience 
characteristic reliable and identifiable subclinical patterns of symptom clusters associated with 
psychiatric disorders other than the diagnostic criteria for a gambling disorder (e.g., dysthymia, 
anxiety, and specific phobias; Boudreau et al. 2009). Although it remains to be demonstrated, 
it is likely that every expression of addiction has shared and unique characteristic shadows that 
influence how each expression manifests and how it is sustained.

Treatment non-specificity

Pharmacological treatment non-specificity (i.e., drug-specific treatment reducing the immoder-
ate use of another drug or activity) also provides support for a syndrome model of addiction. 
For example, naltrexone, an opioid antagonist used for the treatment of opioid use disorders, has 
shown efficacy for the treatment of pathological gambling (Kim et al. 2001). In a double blind, 
placebo controlled study, varenicline, a partial nicotine agonist used for the treatment of nico-
tine dependence, has shown efficacy for alcohol use disorders (McKee et al. 2009). Methadone  
(i.e., opioid agonist) treatment has shown efficacy in reducing cocaine abuse among opioid 
dependent patients (Shaffer and LaSalvia 1992). Other research shows that topiramate (i.e., treat-
ment for seizure disorders that acts on the brain’s dopamine pathways) has efficacy in treating 
alcohol use disorders (Johnson et al. 2003). Similarly, researchers speculate that bupropion, an 
anti-depressant used in smoking cessation protocols to treat nicotine dependence, might be effi-
cacious because of its dopaminergic and noradrenergic activities: “with the dopaminergic activ-
ity affecting areas of the brain having to do with the reinforcement properties of addictive drugs 
and the noradrenergic activity affecting nicotine withdrawal,” rather than its anti-depressant 
properties (Hurt et al. 1997, p. 1201). Additional spillover treatment effects to other dopamine-
mediated addictions would provide support for a syndromal theory of addiction. Finally, several 
non-pharmacological treatments (e.g., cognitive behavior therapy psychodynamic therapy, and 
behavior therapy) are efficacious in treating expressions of addiction (e.g., Potenza et al. 2011).

Modeling an addiction syndrome

The extant evidence suggests that (1) many commonalities occur across different expressions of 
addiction, and (2) these commonalities reflect shared etiology: a syndrome. As we mentioned 
earlier, a syndrome is a cluster of symptoms and signs related to an abnormal condition; not all 
symptoms or signs must be present in every instance of the syndrome and some expressions of a 
syndrome have unique signs and symptoms.

As Figure 12.1 shows, antecedents of the addiction syndrome include personal vulner-
ability levels, object exposure, and object interaction. Throughout the course of human 
development, people encounter and accumulate specific combinations of neurobiological and 
psychosocial elements that can influence their behavior. Some elements increase the likeli-
hood of addiction; other factors are protective and reduce the chance of addiction (e.g., social 
support networks or dimensions of religiosity, Kendler et al. 2003b; Vander Bilt et al. 2004). 
Similarly, during their lifetime, individuals are exposed to and have access to different objects 
of addiction. Exposure and access to an object of addiction increases an individual’s likelihood 
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of interacting with that object. Interacting with an object of addiction can expose at-risk 
individuals to neurobiological consequences that are both common to all objects of addiction 
(e.g., activation of reward circuitry) and unique to specific objects of addiction (e.g., type of 
psychoactivity).

When (1) individuals engage in repeated interactions with a specific object(s) of addiction, 
and (2) the neurobiological or social consequences of these interactions produce a desirable sub-
jective shift that is reliable and robust, the premorbid stage of the addiction syndrome emerges. 
During this stage of the syndrome, people teeter on a delicate balance that can shift them toward 
either more or less healthy behavior. Although distal antecedents of addiction (see Figure 12.1) 
are well documented, the proximal antecedents that influence the likelihood of further syn-
drome development remain poorly identified. Despite the dearth of research in this area, we 
suggest that these proximal influences are likely to be biopsychosocial factors similar to those 
associated with distal influences. For example, despite being distal, genetic dispositions directly 
and indirectly influence current patterns of behavior; longstanding dispositions affect psycho-
logical characteristics that impact how people manage current social situations. Furthermore, 
distal antecedents have contemporary consequences that serve as more proximal risk factors for 
developing or maintaining addiction.

The addiction syndrome can manifest in many different ways; its premorbid characteris-
tics and some sequelae are dependent upon the object with which people interact. In addi-
tion, different expressions of the addiction syndrome will share common manifestations (e.g., 
shifts in schedule, changing personal priorities) and sequelae (e.g., depression, neuroadaptation, 
deception, personal debt). Researchers and clinicians can identify the presence of the addiction 
syndrome when premorbid characteristics are accompanied by at least one of the shared mani-
festations and sequelae summarized in Figure 12.1. As we noted before, the addiction syndrome 
is recursive and its sequelae can generate an entirely new vulnerability profile (e.g., provoke 
reward system malfunction in a previously normal system). People with the addiction syndrome 
are at increased risk for continuing addictive behavior by developing new expressions of addic-
tion. This chain of events is evident in many ways, but most specifically in the parallel natural 
histories of different manifestations of addiction, including relapse patterns, addiction hopping, 
treatment non-specificity, and addiction comorbidity.

The Addiction Syndrome Model: advancing the field

The Addiction Syndrome Model is broad in scope, etiological in perspective, and prescriptive 
in its treatment influence. Previous theorists considering addiction have limited their analysis 
almost exclusively to substance using behavior patterns that evidence adverse consequences. 
These views typically include the emergence of neuroadaptation as central to the development 
of addiction. However, tolerance and withdrawal are no longer central theoretical tenets—
necessary and sufficient—to explain addiction (Hyman et al. 2006). Tolerance emerges when 
it becomes necessary to use an increasing dose of a substance or activity to achieve the same 
subjective effect as previously produced by a lower dose; withdrawal is the stereotypical set 
of signs and symptoms associated with stopping the use of a drug. Gradually, epidemiology, 
neurobiology, and other fields of inquiry relevant to addiction advanced our understanding 
of this phenomenon revealing that some gamblers, shoppers and others—who did not ingest 
psychoactive substances—evidenced neuroadaptation (i.e., tolerance and withdrawal) (Linden 
2011). This observation stimulated a paradigm shift that culminated in a new diagnostic system 
for addiction.



Paige M. Shaffer and Howard J. Shaffer

154

For the first time, the DSM-5 groups substance use disorders and behavioral addiction disor-
ders (i.e., gambling) within the same diagnostic class (American Psychiatric Association 2013). 
By including both chemical and behavioral expressions of addiction within the same diagnos-
tic category, the American Psychiatric Association implies that these disorders are connected, 
thereby supporting an underlying phenomenon.

Unlike other approaches that focus almost exclusively on the objects of addiction—in addi-
tion to understanding distal influences—the syndrome model of addiction requires methods that 
can identify both the shared and unique proximal antecedent elements (e.g., trauma, depression, 
anxiety, financial stress, etc.) of addiction at the premorbid stage. Such a perspective offers the 
opportunity to develop a more precise understanding about the precursors of addiction expres-
sions, yielding a diagnostic gold standard. With an improved understanding of both proximal 
and distal influences and a diagnostic gold standard that is not dependent upon the assessment 
of sequelae, clinicians and public health workers will be able to advance primary and second-
ary prevention programs. As Figure 12.1 summarizes, the syndrome model encourages a public 
health approach to addiction. Primary prevention efforts should target the left pane of the 
model; secondary prevention should target the middle pane of the model, which depicts the 
pre-morbid stage of addiction; and, finally, tertiary prevention should focus on the right side 
pane of the model (i.e., expressions of addiction).

At the individual level of analysis, about 80–90% of people entering recovery from addiction 
will relapse during the first year after treatment (Marlatt and Gordon 1985). This circumstance 
might be due in part to object-specific treatment approaches despite the evidence showing that 
objects of addiction cannot sufficiently account for the central underpinnings of addiction. From 
the syndromal perspective, the most effective addiction treatments are multimodal “cocktail” 
approaches (Marlatt 1988) that include both object-specific and addiction-general treatments. 
Addiction can exacerbate personal vulnerabilities and neurobiological changes. This circum-
stance might, in part, explain high relapse rates and new manifestations of the syndrome that 
often appear during the course of addiction and recovery. The syndrome model of addiction 
encourages clinicians to recognize that patients develop new risk factors during treatment that 
can interfere with recovery efforts. This model requires clinicians to develop multidimensional 
treatment plans that account for the many relationships among the multiple influences and 
consequences of addiction. The syndrome model also encourages providers to assess repeatedly 
the impact of these relationships on relapse, addiction “hopping,” the course of the illness, and 
many other treatment-related outcomes.

Conclusions

Although distinct expressions of addiction have unique elements, they also share many neuro-
biological and psychosocial antecedents and consequents. Coupled with repeated premorbid 
shifts toward a desirable subjective state, neurobiological and psychosocial characteristics both 
define and result from the addiction syndrome. These findings impose important treatment 
challenges. The recursive nature of sequelae can exacerbate the difficulties associated with 
addiction treatment. For example, when clinicians pay insufficient attention to the etiological 
causes of addiction, patients can experience a cycle of remitting and exacerbating expressions 
of addiction. Further, the emerging behavior often serves as a risk factor for other expressions 
of addiction and comorbidity, increasing the likelihood of developing new manifestations of 
the syndrome. The addiction syndrome model encourages clinicians to develop an independ-
ent diagnostic gold standard—free from the problems of impression management that can 
bias self-report. This model discourages clinicians from using the manifestations and sequelae 
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of addiction to tautologically make diagnostic decisions and inferences about the presence 
of addiction. Understanding distinct addictive behaviors as opportunistic rather than separate 
encourages the development of new, more objective diagnostic tools (e.g., fMRI, event related 
brain potentials [ERP] and implicit behavioral tools) to identify the shared elements of the 
addiction syndrome. Objective diagnostic tests will help limit the use of unnecessary clinical 
resources and reduce the application of treatments inappropriate for individuals at certain stages 
of the addiction syndrome. Objective diagnostic methods will limit demand characteristics and 
reduce socially desirable responses, ultimately moving the field toward increasingly reliable, 
valid, and clinically meaningful diagnoses. The syndrome model of addiction encourages clini-
cians to develop treatment “cocktails”—integrated multipart treatment programs that care for 
the variety of etiological and consequential problems associated with addiction. The model 
encourages treatment providers to develop the assessment and treatment skills necessary to care 
for the comorbidities associated with addiction. Finally, the model also encourages clinicians to 
sustain their relationship with clients, continuously assessing and caring for them, as they tend 
to shift expressions of addiction.
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DEVELOPING GENERAL  
MODELS AND THEORIES  

OF ADDICTION
Robert West, Simon Christmas, Janna Hastings, and  

Susan Michie

Introduction

The science of addiction is being hampered by confusion in concepts and terms, and a  
multiplicity of models and theoretical approaches that make little reference to each other. In 
this respect it has much in common with other areas of social, clinical and behavioural sciences. 
Technologies now exist and are being rapidly advanced that can address this problem, and 
other sciences are already making use of them. In particular, what are known as ‘ontologies’  
(as used in computer science) and the ‘Semantic Web’ could revolutionise our ability to for-
mulate models and theories in addiction that can then provide much-needed direction to the 
scientific endeavour.

The field of biology suffered from a similar problem until the development of what is known 
as the Gene Ontology (Ashburner et al. 2000). The gene ontology is not just about genes, but is 
a representational system for the whole of biology, unifying terms, definitions and models across 
species and research groups in a way that has revolutionised the field (Lewis 2017).

This chapter introduces readers to ontologies and the Semantic Web, and explores their 
potential use in developing and expressing models and theories of addiction in ways that allow 
relationships to be examined between them, and between these and more general models and 
theories in clinical, population and behavioural sciences. These technologies also allow inves-
tigation of construct relationships within models, necessary for testing and hence refining and 
advancing them.

We begin by describing a central challenge facing the study of addiction: the need to achieve 
clarity of constructs and develop consensus while at the same time recognising that divergent 
views have utility. We then move on to describe some key characteristics of the Semantic Web, 
and the ways in which these provide a pragmatic way of responding to this challenge. We con-
clude by looking at the potential value of existing ontologies in developing a general theory of 
addiction.

The challenge: clarity and diversity

Models of addiction are necessary for building addiction science and developing effective 
interventions to combat this problem. If they go beyond describing observed relationships 
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(descriptive models such as tobacco price elasticity (Gallus et al. 2006)) and attempt to explain 
phenomena we refer to them as ‘theories’ (e.g., the dopamine theory of drug reward (Blum et al. 
2015)). There are a plethora of models and theories of addiction differing in scope, emphasis, 
constructs and propositions but they have not been expressed in ways that allow them to be 
compared, tested or integrated.

The term ‘addiction’ is itself an example of this lack of clarity in relation to key constructs. 
Many cases of psychoactive drug use have features that lead to the users being labelled as suf-
fering from a condition called ‘addiction’. Sets of such features have been listed in ‘diagnostic 
criteria’, such as DSM-5 (American Psychiatric Association 2013) and ICD-10 (World Health 
Organisation 2016). These include continued use despite harmful consequences, experience of 
adverse withdrawal symptoms during periods of non-use, difficulties controlling use, high lev-
els of use, and repeated strong motivation to use. Features can be present to different degrees, 
which means that thresholds are required for deciding whether or not a pattern of drug use is 
addictive. These thresholds are to a large extent arbitrary and context dependent. An alternative, 
rather than considering addiction to be present or absent depending on whether some thresh-
old is exceeded, is to assess the degree to which the features are evident to specify a ‘degree’ of 
addictedness or ‘severity’ of addiction (Gossop et al. 1995).

With multiple features potentially being involved, different ways of characterising these fea-
tures, and different thresholds potentially being applicable, there can be substantial differences 
of view in whether an individual’s pattern of drug use is considered addictive, or the degree 
of addictedness. These differences mean that issues such as the prevalence of addictions and 
theories concerning the causes of addiction are subject to differing viewpoints that cannot be 
reconciled solely by reference to objectively determined facts.

The picture is further complicated by the fact that different psychoactive drugs have differ-
ent patterns of use and show different degrees and patterns of addictive features, as do different 
ways of using the same drug. An additional complication is that behaviours that do not involve 
psychoactive drugs, such as gambling, can show similar characteristics to drug addiction and so 
the concept of addiction appears to apply to those behaviours as well.

A similar lack of clarity exists for many other constructs that are important to a scientific 
understanding of addiction. Any general model or theory of addiction would need to capture 
processes that have been identified as important in its development and maintenance (Orford 
2001; West and Brown 2013) (Table 13.1). Although conceptually different, many of these pro-
cesses have features in common, or else the distinction between them is nuanced. For example, 
incentive sensitisation and drive theory both involve craving. In the case of incentive sensitisa-
tion, cravings are generated in response to cues through repeated exposure enhancing a direct 
link between those cues and the experience of ‘wanting’ whereas drive theory proposes that 
cravings are generated through exposure to a drug leading to a state that is relieved by taking 
the drug. Some models and theories are fundamentally neurophysiological whereas others focus 
on social processes.

None of the processes believed to underlie addiction are limited to addictive behaviours; 
they are all involved in the development of other motivations (West and Brown 2013). What 
makes a behaviour pattern addictive is the strength of the motivational forces generated and/
or the way that particular drugs or behaviours interact with the motivational system to create a 
positive feedback cycle rather than the self-correcting systems that normally operate to ensure 
that no one behaviour receives an unwarranted priority at the expense of others.

For example, with palatable food, our natural processes of satiation and habituation 
reduce its rewarding value as we eat more of it during a meal. By contrast, with cocaine 
and amphetamine, reward mechanisms become sensitised to the impulse-generating effects 



Table 13.1 Processes commonly included in models of addiction

Processes Description Propositions in existing models

Cost-benefit 
analysis

The benefits of the addictive 
behaviour are judged by the addict to 
outweigh the costs

At least some people addicted to alcohol 
believe that the benefits in terms of 
anxiety relief and mental escape are worth 
the financial, social and health costs

Incentive 
sensitisation

Repeated exposure to addictive drugs 
leads to sensitisation of brain pathways 
that generate feelings of ‘wanting’ in 
response to drug cues independent of 
feelings of ‘liking’

Smoking crack cocaine leads to feelings 
of craving in situations similar to those 
where this has occurred, independent of 
feelings of euphoria produced by the drug

Reward seeking Addicts learn that addictive behaviours 
provide positive feelings of enjoyment 
and euphoria

Methamphetamine users seek the ‘rush’ 
provided by the drug

Attachment Addicts become emotionally attached 
to drugs or addictive behaviours 
because these have been reliable 
sources of comfort or gratification

Smokers often report feeling a sense of 
bereavement during the early stages of 
stopping smoking: like they have lost a 
cherished friend or family member

Drive reduction Repeated engagement in an addictive 
behaviour results in development of an 
acquired drive, which is experienced as 
craving, after a period of abstinence

Repeated use of nicotine alters brain 
physiology so that abstinence results in 
an acquired drive state, experienced as 
craving

Distress 
avoidance

Addicts learn that addictive behaviours 
relieve mental and physical distress 
caused by mental health problems, 
life circumstances, and/or withdrawal 
symptoms

Repeated use of heroin results in changes 
in brain chemistry leading to adverse 
mood and physical symptoms when 
concentrations of the drug fall below 
certain concentrations in the brain

Social influence Cultural, sub-cultural, peer group 
and/or family norms promote or are 
permissive of addictive behaviour

Family and peer group are important 
factors influencing the development of 
smoking and alcohol consumption

Impaired 
control

Addictive behaviours develop, and 
are maintained by, pre-existing or 
acquired inefficiencies in brain systems 
required for impulse control

Use of stimulant drugs leads to 
impairment in frontal lobe functioning 
required to inhibit impulses to continually 
repeat the use leading to bingeing

Classical 
conditioning

Repeated pairing of stimuli (cues) 
associated with effects of addictive 
behaviours leads those stimuli to generate 
anticipatory reactions to those effects

Lights, images and sounds are used 
by gaming machine manufacturers 
to promote high rates of use of those 
machines

Operant 
conditioning

Addictive behaviours are followed 
by powerful positive or negative 
reinforcers (rewards or offset of 
aversive stimuli) in the presence of 
discriminative stimuli (cues), so that 
those stimuli come to provoke a strong 
impulse to engage in the behaviour

Use of psycho-stimulants is maintained 
by the positive reinforcing properties of 
these drugs

Source: West 2017.
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of the drug (Berridge and Robinson 2016). In the case of alcohol dependence, addicts 
develop craving, rebound anxiety and adverse physical symptoms that provide a very pow-
erful motivation to resume drinking (Seo and Sinha 2014). In the case of tobacco smoking, 
rapid ingestion of nicotine leads to strong cravings through multiple mechanisms, including 
creation of an acquired drive state, similar to hunger, when CNS nicotine concentrations 
become depleted (West 2009). So development of general models and theories of addiction 
will involve bringing together a wide range of constructs and processes relating to canoni-
cal motivational theory (i.e., a theory of what normally happens) and how abnormalities in 
motivation occur. These processes will be both internal and external to individuals, groups 
and populations.

Diversity in the study of addiction

While there is a need for greater clarity of constructs in the study of addiction, no investigator or 
organisation has the authority, or expertise, to propose a single unifying conceptual framework.

A general theory of addiction has yet to be developed, but a key requirement for such a 
theory is that it should recognise and accommodate multiple viewpoints on addiction, and 
not be limited to a single viewpoint such as the ‘medical model’ (construing addiction in 
term of a mental disorder, disease or disease process). Figure 13.1 shows du Plessis’ clas-
sification of the types of theory that would need to be recognised and accommodated by a 
general theory of addiction according to eight major methodologies (du Plessis 2014). Some 
specific theories and several theoretical approaches have attempted to span a number of the 
zones in this classification. Of the specific theories, the theory of Excessive Appetites and 
PRIME Theory have been elaborated in some detail (Orford 2001; West and Brown 2013), 
respectively).

It is important not to overstate this diversity. Despite the complexities discussed earlier, the 
observed phenomena that are captured by a term like ‘addiction’ are important, and it is useful 
to give a label to a construct that captures these. Moreover, there are shared understandings of 
many of the features that characterise addictive drug use, even where there may be disagreement 
around details and where emphasis should be placed.

On the other hand, it should go without saying that a general theory that achieved greater 
clarity by simply ignoring this diversity of viewpoints would not in fact be a general theory at 
all. To move forward, we need a way to achieve clarity of constructs and develop consensus, 
while at the same time recognising that divergent views have utility.

Addressing the challenge in the Semantic Web

The technology associated with the Semantic Web provides the basis for a response to the 
challenge we have outlined: a way for the science of addiction to move from its current state 
of confused, confusing and imprecise terminology to a way of representing addiction and 
models of addiction that will promote collaborative working, respect and preserve different 
viewpoints on addiction, but nevertheless allow all research results to be integrated, and theo-
retical predictions to be tested, and so advance the field.

What is the Semantic Web? One way to answer this question is to chart the development of 
the Semantic Web from the Worldwide Web (www). The Worldwide Web has revolutionised 
our lives by making information available from a vast range of sources. It defines a technological 
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Eight major methodologies     Types of addiction theory classified 
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Zone 2 Zone 3 Zone 4

Phenomenology
•  Conditioning/
    Reinforcement
    Behavioral models

•  Compulsion and
    Excessive Behavior
    models

•  Spiritual/Altered State of
    Consciousness models

•  Personality/Intrapsychic
    models

•  Coping/Social learning
    models

•  Biopsychosocial model

•  Transtheoretical model

•  Personality/
    intrapsychic models

•  Coping/Social
    Learning models

•  Biopsychosocial 
    model

•  Social/Environment
    models
•  Coping/Social Learning
    models

•  Biopsychosocial model

•  Spiritual/Altered State of
    Consiousness models

•  Conditioning/
    Reinforcement
    Behavioral models

•  Coping/Social
    Learning models

•  Biopsychosocial model

•  Genetic/Physiological
    models
•  Conditioning/
    Reinforcement
    Behavioral models
•  Compulsion and
    Excessive Behavior
    models
•  Biopsychosocial model

•  Social/Environment
    models

•  Social/Environment
    models

•  Biopsychosocial model

Structuralism Hermeneutics Ethnomethodology

Autopoiesis Theory Empiricism Social Autopoiesis
Theory

Systems Theory

Figure 13.1 Du Plessis’ classification of addiction theories.

Source: du Plessis 2014.

framework for locating and exchanging diverse content types – for example, text, images, and 
films. At the heart of this framework is the Uniform Resource Locator (URL), a unique ‘address’ 
for each of the billions of different web pages. These URLs are stored as a code that means noth-
ing to human readers, but a system of ‘domain names’ has been developed to link them to a name 
that humans can read and understand. These also have to be unique. Thus www.addictionjour-
nal.org is a domain name for the journal Addiction that uniquely points to the journal’s home 
page. Web pages use URLs to link to other pages to create the Worldwide Web.

The www has a huge limitation, however. The information contained in web pages is 
designed for humans to consume, and is difficult for machines to interpret, which hinders the 
ability of software to help in the discovery, synthesis, and summary of online content. Google, 
Yahoo and other search engines make their developers billions of dollars by trying to address this 
limitation, but for the most part all that search engines are able to do is to point to web pages 
that might contain the information you want; finding the right pages can often require multiple 
attempts to formulate a search in the right way. For example, a search for “Addiction confer-
ences” will not return results from pages entitled “Addiction meetings”; a search for “addiction” 
will not return results from pages entitled “dependence”. There is no representation of the 
underlying meaning of content that is sensitive to synonyms or closely related constructs, only 
the superficial textual representation of the content encoded directly in the web pages.

The Semantic Web is a radical advance on this. Instead of only making content available 
in text on web pages, the Semantic Web allows individual pieces of information within those 
pages to be assigned a meaning and a specific location. Rather than only having a string of text 
to interpret (“addiction”/“dependence”), within the Semantic Web units of information are 
explicitly defined in shared vocabularies or “ontologies” – computational representations of 
knowledge in a particular domain. Ontologies link together the words, expressions, and lan-
guage that humans use to refer to things, with computable formal definitions of those things that 
allow computers to distinguish one type of thing from another.
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The Semantic Web is implemented in the most general sense as a collection of statements 
that take the form subject-predicate-object, known as ‘triples’. This very generic form of 
representation is then populated with entities (subjects and objects) and relationships drawn 
from shared, well-defined vocabularies in order to be clear on their interpretation and 
meaning.

Units of information are assigned Uniform Resource Identifiers (URIs), each of which 
points to a unique entity, concept or resource that has an address on the web, and each URI 
is then used in triples represented in what is known as the ‘Resource Description Framework’ 
(RDF). Computers are thus given the ability to ‘understand’ terms such as ‘psychological condi-
tion’ by how such a term is related to other terms set out in a network of relationships in RDF 
triples and definitions within ontologies.

This forces the definitions of all terms used within the Semantic Web to be explicit and 
distinguishable. Humans, by contrast, understand terms in ways that combine formal definitions 
with natural language meanings, which creates ambiguity. Although nuances of natural language 
provide a richness that is helpful in certain circumstances, ambiguities impede the scientific test-
ing and advance of ideas. To make content computationally interpretable within the Semantic 
Web forces the use of clear and distinguishable representations for each different sort of thing, 
which explicitly addresses the sorts of confusion that are hindering progress in developing the 
science of addiction.

For example, Table 13.2 shows examples of propositions about addiction expressed in the 
form of triples. These provide a way of explicitly expressing models of addiction that allow dif-
ferent models to be compared and related with more general models of behaviour. Setting out 
each proposition in a model of addiction in this way allows that proposition to be examined 
and tested.

A considerable amount of unproductive debate in the field of addiction, as in many other 
areas of social, clinical and behavioural science, arises because the individual propositions within 
theories cannot be separated out for scrutiny. Thus different researchers may take differing views 
on any or all of the propositions in Table 13.2, but the fact that they are set out in this way 
allows for discussion about the merits and demerits of each one to be analysed systematically, 
whether by reference to evidence or inference.

Table 13.2  Examples of propositions about addiction in the form of ‘triples’ expressed as an 
approximation to natural language

addiction is a subclass of mental disorder
has subclass substance addiction
has subclass behavioural addiction
inheres in people
has manifestation addictive behaviour
has attribute addiction duration
has attribute addiction strength
has attribute addiction harmfulness
has attribute addiction severity
has part strong motivation
has part significant harm potential
has manifestation repeated motivation episodes
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Diversity of perspectives in the Semantic Web

The way in which the Semantic Web works, and in particular the fact that the elements from 
which RDF triples are composed are explicitly assigned meaning in ontologies and by refer-
ence to their links to other elements as stated in other triples, ensures clarity of constructs. At 
the same time, the Semantic Web also provides a way of accommodating diversity. Indeed, a 
founding principle of the Semantic Web, just like the Worldwide Web, is that anyone can say 
anything about anything.

For example, different people can continue to use terms such as ‘addiction’ differently, since 
these terms will be assigned separate URIs and definitions despite sharing the same superficial 
label. In fact, there is a built-in way to represent different “perspectives” on the Semantic Web 
through use of different ‘namespaces’. Stated simply, if I want to define addiction in a new way 
I can simply create my new meaning of addiction in my own unique namespace, and explicitly 
refer to that version of addiction in my content. This makes it completely clear what the term 
means as I am using it. Importantly it also allows for systematic comparisons between my usage 
and someone else’s.

In principle the use of namespaces could result in anarchy if no-one agreed about the defini-
tions of anything. But this is no different from what happens with natural language. The dif-
ference in the case of the Semantic Web and ontologies is that disagreements in how terms are 
used are explicit and defined. They can then be subject to scrutiny, and differences potentially 
resolved where such resolution is useful. In practice, many researchers do agree on key defini-
tions and can therefore use a single shared namespace to reflect this consensus. This is directly 
analogous to referencing the definition of a construct in another paper, with the important 
practical difference being that such links become computable.

It is also possible that namespaces could be subject to arbitrary (in the scientific sense) bias. 
For example, a powerful research group might insist on use of a particular namespace for anyone 
wanting to receive research funding or to publish their work in a prestigious journal. Again, this 
is no different from what already pertains with models and theories that are expressed in natural 
language. The key difference is that everything is made explicit so there is a greater opportu-
nity to expose this tendency through automated information searches and to challenge it with 
analysis and evidence.

The concept of a ‘namespace’ allows for a diversity of perspectives on the Semantic Web, 
and ensures that anyone can say anything about anything. There are, however, practical limits 
to diversity. In order to have debates about the construct of ‘addiction’, for example, we do 
need to agree on the meaning of a set of more fundamental terms and predicates we use in that 
debate: terms such as ‘is a subclass of’ and ‘has attribute’ (see Table 13.2 above).

The Semantic Web as a whole is underpinned by the existence of shared namespaces in 
which fundamental terms such as these are defined. The namespaces associated with RDF and 
OWL, the Web Ontology Language, provide a suite of general-purpose computable vocabulary 
elements that are needed to say anything at all. In the next section we will explore the potential 
to use other pre-existing ontologies in the development of a general theory of addiction.

Building on existing ontologies

Ontologies have been developed covering a range of topics in science, humanities and comput-
ing, and there is a very strong case for using existing, broader ontologies such as these wherever 
possible. Of most direct relevance to the study of addiction are the Mental Functioning Ontology 
(MF) (Hastings et  al. 2012b) and the WHO’s International Classification of Functioning 
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Disability and Health (Üstün et al. 2003). Concepts in the field of addiction can be represented 
by linking constructs from relevant ontologies (Hastings et al. 2012a); and addiction ontologies 
can be developed using principles established by the Basic Formal Ontology (BFO) (Ceusters 
and Smith 2010) and implemented by the Open Biological and Biomedical Ontologies (OBO) 
Foundry (Smith et al. 2007).

We now take a closer look at the potential value of two existing ontologies in developing a 
general theory of addiction: the Basic Formal Ontology (BFO) and the Ontology for General 
Medical Science (OGMS). It should be noted that the BFO represents only one of a number 
of top level ontologies. It is not static, and operates under the philosophy that if changes are 
required in order to be able to create better models, these can be implemented.

Basic Formal Ontology

The BFO has been developed to provide a top level ontology for use in domain-specific ontol-
ogies. The purpose of the BFO is to provide a categorisation of the sorts of things that exist 
that is generic enough to be agreed on across multiple domains, thereby providing a common 
vocabulary that ensures computers will be able to interpret relevant general distinctions in the 
same way across the different domain implementations. The Mental Functioning Ontology has 
been developed as one such domain-specific ontology and has been implemented in OWL. 
These make a suitable starting point for addiction ontologies.

There is not the space to describe them in detail but it is worth outlining key features of the 
BFO to illustrate how an addiction ontology may be constructed. Figure 13.2 shows the key 
terms in this ontology. The terms will look unfamiliar but they represent fundamental ways of 
representing the world using a language that makes sense once one understands the definitions.

We provide a short outline of how the BFO understands various ontological categories. 
It is important to note that the following descriptions are specific to the BFO and may not 
therefore correspond with the way in which ontological categories have been analysed within 
other literatures, such as the literature on metaphysics within analytic philosophy. The BFO 

Figure 13.2 Main classes in the Basic Formal Ontology. Arrows represent the ‘subclass of’ relationship.
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starts with the concept of ‘entity’. An entity is anything that exists. Entities come in two forms: 
‘continuants’ and ‘occurrents’. Continuants exist over a period of time and come in the form of 
‘independent continuants’ such as ‘objects’, and ‘dependent continuants’ such as ‘dispositions’ 
and ‘qualities’. Occurrents inherently involve change over time, and include ‘processes’ and 
‘process boundaries’. The BFO does not distinguish between processes and events, on the basis 
that events necessarily involve changes over time (e.g., onsets and offsets).

The dichotomy between continuants and occurrents represents two different mutually inter-
dependent perspectives on the world: physical and abstract objects or collections of objects and 
their features, and processes and events that transform these over time. Any theory or model of 
the physical world, including addiction, needs to be clear about where each of its constituent 
constructs lies in this world view.

Thus ‘craving’ can be construed as a ‘relational quality’ that has an existence over time, is 
necessarily attached to a person who is an ‘object’ and only exists in relation to something that 
is being craved. As such it can be measured and can be statistically and causally associated with 
other qualities such as ‘stress’ and ‘processes boundaries’ such as ‘relapse’. But the term ‘craving’ 
can also refer to a ‘process’ involving neural activity within, say, the nucleus accumbens. It can 
also refer to a ‘disposition’, which is a latent characteristic that becomes expressed under certain 
conditions. All three of these definitions are meaningful and potentially useful, but failing to be 
clear about which of them one is referring to on a given occasion causes confusion.

The other top-level dichotomy in the BFO is between ‘universals’ and ‘instances’ (noting 
that this use of terms is different from that made in metaphysics). Universals are types or classes 
of entity that can exist or occur, while instances are specific cases. Thus ‘addiction’ is a class of 
‘disposition’ whereas the addiction of John Smith to cocaine is an ‘instance’. This distinction 
between universals and specifics is fundamental in any model of the world, but needs to be rec-
ognised in every case where a model of addiction is used.

Ambiguity in common language, and therefore in informal models and theories of addiction, 
can lead to confusion and unhelpful disagreement. Thus the ‘universal’ statement ‘Addiction to 
cocaine is caused by feelings of euphoria experienced after using the drug’ is ambiguous as to 
whether this refers to all instances of addiction or some instances, or all instances of cocaine-
induced euphoria or some cases.

Most, if not all, of the subtypes of entities in the BFO are potentially relevant to building 
models of addiction. The entity type ‘history’ is particularly relevant as a subtype of process that 
is the sum of processes taking place in a continuant entity over time. Thus one may heuristically 
define the history of someone who for a period in his or her life suffers from addiction in terms 
of a period when he or she had not been engaged in the addictive behaviour (e.g., never used 
a substance), when he or she had engaged in the behaviour but did not show signs of addiction 
(e.g., recreational use of a substance), when he or she experienced addiction to the behaviour 
(e.g., diagnosed as suffering from substance use disorder), when he or she was voluntarily absti-
nent but subject to repeated cravings (e.g., attempting recovery from substance use disorder), 
and when he or she was abstinent and not repeatedly experiencing cravings (e.g., in recovery 
from substance use disorder).

A common confusion in models of mental entities is between ‘functions’ and ‘functioning’. 
It is apparent from Figure 13.2 that functions are classified as types of disposition; they are 
latent enduring attributes of continuants that result in particular processes in specific circum-
stances. They may change over time but it is not inherent in their nature for them to change. 
Functions are dispositions that have been designed or evolved. They are extremely important 
in any model of human behaviour or psychology. For example, motivation can be regarded as a 
function of animals that has evolved to get animals to behave in ways that promote survival and 
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reproduction. Motivational functioning (in the form of processes) is a realisation of variants of 
this function in specific circumstances, but it needs to be treated differently in the model. Failure 
to do so leads to confusion in the specification of measures and lack of clarity in predictions.

A major feature of the BFO needs to be considered when applying it to developing models 
and theories of addiction. Models of complex systems such as animals need to be able to handle 
the fact that there will be many instances that do not conform to a standard version. Thus we 
can define an elephant as a pachyderm with a trunk and large ears, but if an elephant loses its 
trunk in an accident it is still an elephant. This is handled in the BFO by creating ‘canonical’ 
models and allowing for deviations that can be represented as needed, without having to specify 
every possible way in which deviations may occur in advance. This can be used in models of 
addiction by creating canonical models involving the entities and their relationships that are 
typically observed in addiction and only extending the model as needed to represent deviations 
from this canonical representation.

From the preceding paragraphs it should be apparent that using the BFO as the basis for a 
model or theory of addiction allows this to be anchored in a set of concepts that have been 
defined, promotes clarity in the use of terms, and enables different models or theories to be 
made explicit and compared with each other. The BFO does not impose any domain-specific 
propositions on to models or theories made using it, beyond its very broad world view.

Ontology for General Medical Science

Many, if not most, people who work in the field of addiction find it useful to think of it as a 
form of clinical abnormality. The fact that it is included in the DSM and ICD diagnostic cri-
teria illustrates this. Others may take a different view, but if one does want to model addiction 
as a form of clinical abnormality, it is helpful to base that model on the Ontology for General 
Medical Science (OGMS), which is itself based on the BFO.

Basing a model of addiction on the OGMS helps to improve the clarity of the model and can 
make explicit differences between one model and another. The OGMS distinguishes between 
‘clinical abnormality’, ‘disorder’ and ‘disease’. This distinction turns out to be extremely impor-
tant for physical health as well as for mental health problems.

The OGMS introduces the entity ‘life plan’ of an organism. Life plan is a canonical history 
of the organism and includes gestation, maturation, and ageing. It then defines a ‘clinical abnor-
mality’ in terms of three things being present simultaneously: 1) it is not part of the life plan of 
an organism of a relevant type, 2) it is causally related to an elevated risk of pain or other feelings 
of illness, dysfunction or death, such that 3) the elevated risk exceeds a threshold level.

This definition of clinical abnormality should look quite familiar to someone working in 
the field of addiction. There is nothing unique to addiction about it involving a deviation from 
an expected set of characteristics, this being linked to risk of harm, and there needing to be a 
threshold to determine whether this qualifies or is ‘sub-clinical’. In the case of physical clinical 
abnormalities, one may set the threshold as the level at which the person affected or someone 
who cares about him or her feels a need to see a health professional. In the case of mental 
abnormalities, we need to allow for the possibility that neither the person concerned nor his or 
her friends or family sees a problem but there is sufficient risk of harm that others can make the 
determination that something needs to be done.

The OGMS then defines a disorder as an independent continuant that is a causally linked 
combination of components that is clinically abnormal. The disorder is the clinical abnormal-
ity but it is not the disease itself. In the case of influenza, the disorder is the presence in the 
body of viable cells containing the influenza virus. The disease is a disposition that is realised 
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in a pathological process (acute inflammation) that produces abnormal bodily features that are 
recognised as signs (e.g., fever) and symptoms (e.g., headache).

Thus a disease is construed as a disposition of an organism to undergo pathological processes 
because of one or more disorders. The concept of ‘disease course’ is introduced as the aggregate 
of pathological processes in which a disease is realised. Note that a disease is a continuant while 
a disease course is an occurrent – the two differ at the very top level of the BFO. While this may 
seem an artificial distinction, few would disagree that it is useful to be able to refer to an instance 
of addiction as a single entity that exists in a given person over time. It is useful to be able to 
refer to John Smith’s cocaine addiction as such, despite the varied course that the addiction may 
take, through initial development, subsequent abstinence, relapse and recovery.

In this formulation, addiction can be regarded as a mental disorder or set of mental disorders 
that are realised through pathological processes as a set of signs and symptoms. In that model 
addiction is not the pathological processes or the signs and symptoms – which may vary in both 
quality and intensity as a function of a range of environmental, physiological and psychologi-
cal factors. Addiction can be viewed alternatively as the whole disease process. This is a matter 
of perspective. What is important are the propositions about the disorders, processes, signs and 
symptoms – that is where, as long as the propositions are properly formulated, there can be fruit-
ful discussion about how they relate to the evidence.

The BFO and the OGMS are examples of ontologies that can be expressed in a language 
such as OWL and used to build domain-specific ontologies designed to model phenomena such 
as addiction. Some people working in the field of addiction may consider them too restrictive 
in terms of the structure they impose on thinking in the area. On the other hand, there are 
advantages to building on them in an addiction ontology precisely because of the clarity and 
structure that they bring to the process of model and theory building.

The key point is that it is up to people working in the field what they want to do. If they 
can come up with an ontology that better captures the phenomena observed in addiction or is 
more parsimonious or coherent, this will represent an advance. But, in attempting to do so, it is 
wasteful and confusing to ignore ontologies that already exist – rather their limitations need to 
be described and the ways that the novel ontology improve on them need to be explicitly stated.

Conclusion: towards a general theory of addiction

We need to move beyond current approaches to modelling addiction to one that involves enti-
ties and relationships that are clearly and explicitly defined. Given the nature of addiction, it is 
neither realistic nor desirable to attempt to impose a set of definitions to make this happen. The 
Semantic Web, however, offers a pragmatic way to achieve clarity of constructs and develop 
consensus, while at the same time recognising that divergent views have utility. Models of 
addiction can be expressed in terms of subject-predicate-object triples using Uniform Resources 
Identifiers (URIs) for each component. These URIs may link to a common term such as ‘crav-
ing’ but defined differently in different namespaces. In this way differences between use of terms 
will be explicit.

A considerable amount of work has already been done in other areas of science to specify 
concepts and relationships that can form a framework for models of addiction. In particular, the 
Basic Formal Ontology (BFO) provides top level constructs relating to entities that have con-
tinuing existence such as objects and their characteristics (called ‘continuants’), and those that 
involve change over time such as processes (called ‘occurrents’). Other top level frameworks 
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may be appropriate, but developing models of addiction within the BFO will make use of the 
work that has been done and allow these models to be linked to others in related fields of study.

What might this look like in practice? One approach to creating a general theory of addic-
tion would be to establish an ontology of addiction with the option for those contributing to 
the ontology to create their own sub-ontologies with specified namespaces. Thus one might 
start with a medically based ontology elaborating the Mental Functioning and Mental Disease 
ontologies within one namespace and build others with other namespaces, adopting the prin-
ciples of the OBO Foundry to maintain discipline and efficient working within the enterprise. 
This ontology would define entities relevant to addiction and their relationships, relate these 
to entities in other fields of study in multiple disciplines, and link these with empirical findings 
and measures.

This would be a major undertaking but could be facilitated by the development of a web 
portal in which users could browse, contribute to, and query the developing ontology. The 
resulting ontology could then form the basis for one or more general theories of addiction. 
Many of the core propositions within the models and theories would be embodied within the 
ontology but it is likely that the representation of the models and theories would need to extend 
to forms of representation that are not well captured with this kind of data structure, such as 
equations, probabilistic formulations and conditionals.

In the end, however, use of the Semantic Web, URIs, ontologies, RDF and other ways of 
expressing ontologies will advance the science of addiction only to the extent that people who 
work in the field engage with these tools in a constructive way. These are tools that can serve 
a useful purpose or be misused, either through ignorance, lack of skill or on purpose. To date, 
these tools have proved extremely valuable in other fields of social and behavioural science 
(Larsen et al. 2017) and clinical science (Lewis 2017), and there is reason to believe they could 
lead to more rapid advances in our understanding of addiction as well.
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GAMBLING DISORDER

Seth W. Whiting, Rani A. Hoff, and Marc N. Potenza

Gambling, or behavior involving risk of some valued commodity on the outcome of a game 
or event with a chance outcome (Whelan et  al. 2007), is a ubiquitous leisure activity. Slot 
machines, roulette, craps, other casino gambling, animal racing, online gambling, and wagering 
on the outcomes of skill games such as billiards or betting on sports with friends all included, 
more adults gamble in a given year than those who do not (Gerstein et al. 1999). Despite the 
frequency of gambling behavior and the financial impact of the industry, only a small per-
centage of the population develops gambling problems. Formerly termed pathological gam-
bling (APA 2000), gambling disorder is characterized by persistent, recurrent, and distressful 
problematic gambling behavior (APA 2013). Prevalence estimates of pathological gambling 
approximate 0.5–1%, and up to about 5% of adults may experience at least some problems 
with gambling (Petry et al. 2005; Wardle et al. 2007). Although the prevalence of pathological 
gambling is relatively low, the impact on the individual may be severe, particularly with respect 
to finances (Boardman and Perry 2007; Grant et al. 2010) and relationships in and beyond the 
family (Jacobs 1989).

Gambling disorder is diagnosed according to nine criteria, of which four must be present in 
order to qualify. The criteria cover aspects of tolerance, withdrawal, preoccupation, repeated 
and unsuccessful attempts to stop, gambling to escape distress, gambling to recoup losses, lying 
about gambling frequency, borrowing money to cover gambling losses, and suffering in other 
areas of life due to gambling (APA 2013). As suggested by Fantino (2008), gambling is a prob-
lem of social importance in which behavioral, cognitive, and biological components all contrib-
ute, and such a suggestion is supported by these various criteria. A discussion of each of these 
domains and their importance to the understanding of gambling disorder follows.

Behavioral aspects of gambling

Gambling necessarily involves interactions of the environment and the gambler, and thus a 
study of contextual factors and how the individual responds under gambling conditions is 
germane to a comprehensive analysis of the disorder. From the results of experimentation 
across several decades, Weatherly and Dixon (2007) proposed a behavioral model of gam-
bling consisting of three components. First, contingency control and structural features of 
gambling might contribute to gambling disorder. Stimuli that provoke or prolong gambling 
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and the arrangements of reinforcing events following behavior are included. Skinner (1953: 
104) noted that a variety of forms of gambling such as roulette and slot machine betting pay 
the gambler on an intermittent schedule of reinforcement such that winning occurs after an 
unpredictable number of plays and losses. Such contingencies characteristically maintain high 
rates of behavioral engagement over extended time durations, even when the payouts are dis-
advantageous for the player. Along with the unpredictable schedules of reinforcement, factors 
such as high-magnitude wins or jackpots and the high rate of gambles may further increase 
the response-maintaining characteristics of gambling.

In addition, special outcomes such as “near misses” and “losses disguised as wins” may per-
petuate gambling. Near misses are those in which a losing outcome is perceived as “close” to 
a win. When playing a slot machine, for example, a near miss occurs when the pay line shows 
two matching symbols, but the third matching symbol is just above or below the pay line (e.g., 
Dillen and Dixon 2008). When these outcomes are encountered, gamblers have subjectively 
rated these outcomes as better than losses (Dixon and Schreiber 2004), and individuals with 
pathological gambling have demonstrated similar reward responses in the brain following near 
miss outcomes as when following a winning outcome on a slot machine (Habib and Dixon 
2010), although findings that show differences in near-miss and win processing have also been 
reported in pathological gambling (Worhunsky et al. 2014). Losses disguised as wins, like near 
misses, may create similar effects and may function to reinforce gambling behavior despite 
actually losing the player money. Here, a gambler bets some amount of money and encounters 
a winning outcome that pays back less money than originally wagered. Gamblers frequently 
and erroneously categorize these outcomes as wins and demonstrate greater arousal than when 
strictly losing (Dixon et al. 2015).

The authors of the behavioral model of gambling noted that many who gamble experience 
these outcomes similarly, but few experience gambling disorder. The second factor, verbal 
behavior, may explain experiential differences that discriminate these groups. Directly stated 
rules, whether accurate (e.g., “Slot machines are a losing game”) or inaccurate (e.g., “Your luck 
will change if you keep gambling”), relate to gambling behavior regardless of gambling expertise 
(Weatherly et al. 2007). Further, derived rules, or verbal rules not directly stated that may influ-
ence behavior through relations, may bias gambling behavior in a disadvantageous manner. For 
example, after black was paired with “greater” stimuli and red was paired with “lesser” stimuli, 
roulette gamblers tended to bet more frequently on black outcomes, and vice-versa, indicat-
ing that they formed a self-rule about which alternative was better (Whiting and Dixon 2015). 
Although the odds of winning on each of these outcomes were matched, betting was biased as 
though one was less risky or more advantageous.

Third, the behavioral model incorporates motivational and individual factors to further 
explain differences between individuals with gambling disorder and those who gamble only 
recreationally. Here, additional factors warrant consideration. For example, the individual’s 
financial state or need for money may increase or decrease the likelihood of gambling. In the 
same way, proximity to gambling opportunities and the local legality of gambling may affect 
behavior. Another individual variable, impulsivity, has garnered attention with respect to gam-
bling disorder. Individuals with pathological gambling have demonstrated greater impulsive 
decision-making than individuals without pathological gambling, preferring smaller amounts of 
money available immediately in lieu of larger payouts following a delay (Dixon et al. 2003), and 
more impulsive individuals may experience a greater subjective value of gambling wins than the 
objective monetary loss (Rachlin et al. 2015).

Beyond these three content areas, behavioral research has noted that escape-based functions 
may be important in the determination of gambling disorder. In accordance with the diagnostic 
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criteria, gambling to escape or avoid distress, or negative reinforcement, has been significantly 
correlated with disordered gambling and showed higher correlations with disordered gambling 
than betting for attention, for sensory stimulation, or for money and prizes (Miller et al. 2010). 
Additionally, as escape tendencies increase, so may the amount of risk taken when gambling 
(Weatherly et al. 2010).

Cognitive aspects of gambling

Cognitive theories of gambling assume a flawed set of beliefs, such as that gambling can be 
profitable or that one has a particular edge over a casino that will allow one to win in the long 
run (Rodgers 1998). Flawed beliefs or faulty heuristics and biases have been related to increased 
gambling and sub-optimal decision-making. For example, in one study, participants engaged 
in a talk-aloud procedure and spoke thoughts out loud while gambling, and participants who 
engaged in regular gambling spoke significantly more frequent irrational verbalizations than 
non-regular gamblers (Griffiths 1994). However, cognitive biases are seen both in people with 
gambling problems and those without and thus may not represent a key distinguishing feature.

Cognitive biases that may be directly relevant to gambling behavior are the gambler’s fal-
lacy, the hot-hand phenomenon, and the illusion of control. First, the gambler’s fallacy is a 
phenomenon in which independent events are perceived as somehow related (Sundali and 
Croson 2006). In games of skill such as darts, for example, the results of a throw such as hitting 
below the bull’s eye provide helpful feedback for the player; he or she can make adjustments on 
the next shot and (perhaps) have a greater chance at success. However, in gambling such as on 
slot machines, the outcome of one spin provides no relevant information in the determination 
of the next. Gamblers playing under this fallacy may be more likely to bet red in roulette after 
observing several black spins in a row, or may perceive that after a streak of losses that a win is 
“due” and continue playing. In contrast to the gambler’s fallacy, the hot-hand phenomenon is 
a faulty belief in which one perceives that a streak in random events will continue (Ayton and 
Fischer 2004). That is, if an individual has won on several consecutive gambles, a hot-hand fal-
lacy is evident when the gambler believes that she or he will continue to win, which may result 
in continued risk-taking. Both types of biases have been observed in live casino settings (Sundali 
and Croson 2006).

The illusion of control is a bias in which an individual believes he or she has some con-
trol in a random outcome, and thus the individual believes the likelihood of personal success 
is higher than the actual given odds (Langer 1975). It has been argued that gambling activi-
ties possess characteristics that may promote such a bias: slot machines allow the gambler to 
stop the spinning reels immediately following a button press, lottery gamblers are allowed 
to choose their own numbers, and craps players take turns rolling the dice themselves. 
Similar to the previously discussed cognitive biases, the illusion of control may be danger-
ous for gamblers because many gambling events are independent, random, and out of the 
control of the gambler. Adjusting decisions based on perceived control when none exists 
may contribute to negative results for gamblers. For example, when gamblers were allowed 
to voluntarily stop slot machine reels from spinning, they have reported that their actions 
may have influenced the results in a skill-related fashion and have demonstrated greater 
gambling persistence (Ladouceur and Sévigny 2005).

Other cognitive biases may influence gambling behaviors (see Rodgers 1998 for a review of 
cognitive biases in lottery gambling). Misunderstandings of odds and probabilities may perpetu-
ate gambling when one believes the odds of winning are greater than in reality; entrapment or 
sunk-cost effects may increase the likelihood that gambling will persist if individuals have lost 
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money and refuse to cut losses; perceived luckiness may draw individuals to games of chance 
based on an unfounded confidence (Rodgers 1998).

Biological aspects of gambling

Pathological gambling has been found to be heritable; approximately 50% of the variance in the 
etiology may be genetic in nature, with increasingly large genetic contributions with increasing 
problem-gambling severity (Eisen et al. 1998). Genetic factors contribute to the co-occurrence 
of pathological gambling and mood (Potenza et al. 2005), anxiety (Giddens et al. 2011), and 
substance-use (Slutske et al. 2000; Xian et al. 2014) disorders, with environmental contributions 
being more variable.

Specific neurotransmitter systems have been proposed to contribute to pathological gambling. 
First, dopamine, a neurotransmitter involved in reward processing and reward-based learning, 
has been reported to be elevated in individuals with pathological gambling compared with those 
without (Bullock and Potenza 2012), and dopamine levels have been observed to increase dur-
ing exposure to gambling (Joutsa et al. 2012). However, significant questions remain about how 
central dopamine is to gambling disorder, particularly given data finding no between-group dif-
ferences in dopamine receptor availability and the absence of therapeutic efficacy in randomized 
clinical trials of dopamine receptor antagonists (Potenza 2013a). Second, opioids, involved in 
feelings of pleasure and urges, have been implicated with opioid receptor antagonists demon-
strating superiority over placebo controls in several placebo-controlled randomized clinical trials 
in the treatment of pathological gambling (Bullock and Potenza 2012; Yip and Potenza 2014). 
Third, serotonin has also been implicated, particularly with respect to aspects of impulse control 
(Crockett et al. 2009). Low levels of a serotonin metabolite (5-hydroxy-indole acetic acid) have 
been found in spinal fluid samples of individuals with pathological gambling (Evers et al. 2005). 
Last, norepinephrine, which may influence feelings of excitement, has been found in elevated 
levels in bodily fluids of men with pathological gambling relative to those without (Bullock and 
Potenza 2012). While specific neurotransmitter systems have been proposed to link to specific 
aspects of pathological gambling (Potenza 2001), this attribution is likely an oversimplification 
and, while these neurotransmitter systems have been implicated in the pathophysiology of path-
ological gambling (Potenza 2013b; Balodis and Potenza 2016) and may contribute to cognitive 
processes in pathological gambling (Potenza 2014), there is still much that we do not understand 
regarding the pathophysiology of pathological gambling or gambling disorder.

Specific neural structures have been implicated in pathological gambling. Several brain regions 
repeatedly identified include the ventral striatum and ventromedial prefrontal cortex. For exam-
ple, ventral striatal activation has shown an inverse correlation with impulsive tendencies; that 
is, lower activation in this region has been linked to greater impulsivity, including in pathologi-
cal gambling (Beck et al. 2009; Balodis et al. 2012), and such decision-making traits have been 
linked to development of addictions (Beck et al. 2009; Dalley et al. 2011). Relatively blunted 
ventral striatal activation has been observed in individuals with (as compared to without) patho-
logical gambling during exposure to videotaped cues in a manner similar to findings in individu-
als with and without cocaine dependence (Potenza 2008). Blunted ventral striatal activation has 
also been observed in individuals with pathological gambling during reward anticipation (Balodis 
et al. 2012; Choi et al. 2012), with similar findings observed in alcohol dependence and nicotine 
dependence (reviewed in Balodis and Potenza 2015). Relatively diminished activation of the 
ventromedial prefrontal cortex, a brain structure implicated in decision-making and impulse 
control, has been observed in pathological gambling during a cognitive control task (Potenza 
et al. 2003a), cue exposure (Potenza et al. 2003b), simulated gambling (Reuter et al. 2005) and 
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processing receipt of monetary rewards (Balodis et al. 2012), as well as in decision-making in 
individuals with pathological gambling and substance-use disorders (Tanabe et al. 2007). Other 
structures (e.g., the insula) have also been implicated in pathological gambling (Clark 2014), and 
how brain circuits operate in people with and without gambling problems warrants continued 
study (van Holst et al. 2014).

Differences in white matter and gray matter have been observed in individuals with and 
without pathological gambling. Early studies suggested both widespread (Joutsa et al. 2011) and 
more focal (e.g., in the genu of the corpus collosum; Yip et al. 2013) white-matter differences 
in individuals with and without pathological gambling, with findings suggestive of poorer white 
matter integrity that appears linked to greater problem-gambling severity (Chamberlain et al. 
2016). Recently, abnormalities in crossing fibers have been reported in association with both 
pathological gambling and cocaine dependence, suggesting commonalities across these disor-
ders (Yip et al. in press). While early studies did not identify substantial volumetric differences 
in gray matter related to pathological gambling, differences in subcortical volume have been 
reported more recently, with reduced amygdalar and hippocampal volumes observed (Rahman 
et al. 2014). The extent to which these neurobiological differences relate to specific features of 
pathological gambling warrants additional investigation.

Co-occurring disorders

Further adding to impairment and distress, gambling disorder frequently co-occurs with other 
psychiatric conditions. Gambling disorder is recognized as a substance-related disorder in the 
Diagnostic and Statistical Manual of Mental Disorders-5 (APA 2013) due to the acknowledged simi-
larities with substance abuse in symptoms, course, and neurological functioning and activation, 
and with such similarities gambling disorder is seldom observed in isolation.

Clinical disorders are relatively common in individuals with gambling disorder. In those with 
gambling disorder, the odds of a diagnosable mental health disorder are often several times more 
likely than in the general population and show a dose-response effect such that greater problem-
gambling severity is associated with higher likelihoods of psychiatric disorders (Cunningham-
Williams et al. 1998; Desai and Potenza 2008). Conversely, approximately 6–12% of psychiatric 
patients qualify for gambling disorder (George and Murali 2005; Grant et  al. 2005), a range 
notably higher than that of the general population (Petry et al. 2005).

With the similarities between gambling disorder and other addictive disorders, and given the 
similar settings in which each occur, substance-use disorders are among the most commonly 
observed comorbid clinical conditions. In an analysis of the data collected from the National 
Epidemiological Survey on Alcohol and Related Conditions (NESARC), alcohol-use disorder 
(AUD) was the most common co-occurring disorder in individuals with pathological gambling 
at 73% comorbidity (Petry et al. 2005). It has been proposed that these conditions may be bio-
logically linked via the presence of an allelic variant of the gene encoding the dopamine D2 
receptor (Blum et al. 2000), although this variant is in linkage disequilibrium with another vari-
ant (ANKK1), which has mapped more closely to addictions (Yang et al. 2008). More recently, 
a polygenic risk score for alcohol dependence was associated with gambling disorder independ-
ent of alcohol-use disorder status (Lang et al. 2016). Analyses of NESARC data further revealed 
drug-use disorders and nicotine dependence were comorbid in 38% and 60% of individuals 
with pathological gambling, respectively. Mood (50%) and anxiety (41%) disorders were also 
relatively common (Petry et al. 2005). Co-occurring disorders may also be used to select phar-
macotherapies for individuals with pathological gambling (Bullock and Potenza 2012), although 
no medications have an indication from the US Food and Drug Administration for pathological 
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gambling or gambling disorder. Irrespective of co-occurring disorders, behavioral therapies 
(e.g., cognitive behavioral therapy) are arguably the mainstay of treatment for people with 
pathological gambling, with self-help groups (e.g., the 12-step-based Gamblers Anonymous) 
also widely utilized (Yip and Potenza 2014).

Along with clinical disorders, personality disorders occur at much greater rates in those with 
gambling disorder than those without. The most prevalent personality disorders in individuals 
with gambling disorder are narcissistic, antisocial, avoidant, obsessive-compulsive, and borderline 
personality disorders, all with approximately 13–16% rates of comorbidity in treatment-seeking 
populations (Dowling et al. 2015). Similar strong associations have been observed in community 
samples (Petry et al. 2005; Desai and Potenza 2008).

Conclusions

Pathological gambling, now termed gambling disorder in DSM-5, is a condition that can have 
a significant negative impact on individuals and those close to them. An improved understand-
ing of the biological, psychological and social factors that lead to the development of gambling 
problems and that might be targeted in prevention, treatment and policy approaches should lead 
to significant public and personal health gains.
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15
FOOD ADDICTION

Ashley Gearhardt, Michelle Joyner, and Erica Schulte

Addicted to something we need to survive?

Food is a necessity for our survival. Food consumption is so essential to our basic ability to 
function that a number of systems have evolved to ensure that we can find and consume 
food. Systems associated with attention, memory, reward and motivation are integral to 
feeding behavior. External cues (e.g., the sight and smell of food) and internal cues (e.g., 
feelings of hunger) are important drivers of food consumption. When gut peptides associated 
with hunger become elevated, we find food-related cues in our environment more salient 
(Tapper et  al., 2010) and foods taste more pleasant (Siep et  al., 2009). Cues that become 
coupled with food consumption are encoded in our memory to assist us in identifying food 
sources in the future (Morris and Dolan, 2001). Exposure to these food cues activates neu-
ral systems involved in motivation (e.g., mesolimbic dopaminergic system), thus increasing 
our willingness to seek out these foods (Robinson and Berridge, 2000). Not all foods are 
equally capable of engaging these systems. Historically, food could often be scarce and the 
consumption of high-calorie foods provided a greater likelihood of surviving famine. Higher 
calorie foods are generally more effective in engaging attention, reward and motivation 
systems (Stoeckel et al., 2008), perhaps to provide an incentive to seek out these foods and 
increase the odds of survival. Further, inhibitory control systems can be effective in control-
ling behavior and motivation (Logan et al., 1997). However, given that food has historically 
been scarce, the ability of these inhibitory control systems to successfully reduce the drive 
for food may be underdeveloped and contribute to a greater vulnerability to the current 
obesogenic environment.

Addictive substances are capable of activating systems designed to ensure human survival 
(e.g., eating, mating) and instead increase vulnerability to excessive use. For example, cues 
associated with drugs of abuse can become increasingly more salient after repeated use and 
addiction-prone individuals will attend more to these cues and find them more appealing 
(Robinson and Berridge, 2000). These cues also become powerful triggers for biological and 
behavioral systems that enhance desire and motivation for the drug (Robinson and Berridge, 
2008). Memories of prior drug use can also lead to craving and drug-seeking behavior (Volkow 
et al., 2013). Dysfunction in these systems (e.g., attention, memory, motivation) contributes to 
compulsive patterns of drug use despite negative consequences or repeated efforts to stop use 
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(Volkow et al., 2008). Thus, the systems involved in seeking out foods necessary for survival can 
become dysregulated in response to an addictive substance and begin to drive behaviors that are 
detrimental for health and well-being.

In the modern world, our food environment has changed drastically on a global level. 
Eating behavior is becoming increasingly driven by desire for hedonic pleasure, rather 
than to meet a homeostatic need. For much of human history, the higher calorie foods 
available were items like fruit (which have relatively high sugar levels) and meat (which 
have relatively high fat levels). These naturally occurring foods are typically high in either 
carbohydrates (e.g., fruit) or fat (e.g., nuts), but it is rare to find a food that is naturally 
high in both these nutrients. In contrast, our current environment is flooded with highly 
rewarding foods with artificially high levels of nutrient dense ingredients (e.g., sugar, fat). 
In the modern Western food environment, we are able to cheaply manufacture on a mass-
scale processed foods that are high in both refined carbohydrates (e.g., sugar, white flour) 
and fat, such as ice cream, candy, pizza, and French fries. Salt and flavor enhancers further 
increase the rewarding nature of these foods. These processed foods are inexpensive, eas-
ily accessible and heavily advertised. The spread of this food environment across the globe 
has been accompanied by rising rates of obesity and diet-related disease (e.g., diabetes). 
The treatments designed to turn back this tide of global weight gain are generally effec-
tive in helping people lose weight initially, but most people relapse to prior eating habits 
and regain their lost weight (Jeffery et al., 2000). Although there are a number of factors 
(e.g., physical inactivity, metabolic dysfunction) that contribute to the rise of obesity, one 
possibility is that these highly processed foods have become potent enough to trigger an 
addictive response. In other words, these highly rewarding foods, like drugs of abuse, may 
be capable of powerfully activating systems that evolved to encourage survival and instead 
contribute to compulsive patterns of consumption.

In the current chapter, we will further investigate the possibility that certain foods may be 
addictive. First, we will discuss what foods (or attributes in food) may increase their addictive 
potential. Second, we will discuss individual factors associated with addictive-like eating. Third, 
we will review the importance of food cues and the environment in triggering eating behavior. 
Finally, we will discuss the treatment and policy implication of food addiction.

Which foods or food characteristics may be addictive?

The food addiction hypothesis suggests that certain foods may be capable of triggering an 
addictive-like response in vulnerable individuals in a similar manner to drugs of abuse (Ahmed 
et al., 2013; Davis and Carter, 2009). This framework theoretically parallels substance-use dis-
orders by positing that certain foods directly contribute to problematic eating behavior for some 
individuals (Gearhardt et al., 2011a). An opposing theory has also been proposed to conceptu-
alize addictive-like eating as a behavioral addiction to the act of eating, which would suggest 
that the type of food does not play a role in the development of an addictive-like response 
(Hebebrand et al., 2014). However, existing research in animal models and humans suggests 
that not all foods are equally implicated in patterns of addictive-like eating, providing support 
for the substance-based, food addiction perspective. Specifically, foods high in added fats and/
or refined carbohydrates (e.g., chocolate, chips, pizza) appear to be most capable of activating 
addictive-like responses.

Animal studies reveal that rats exhibit behavioral indicators of an addictive-like process 
uniquely to foods high in added fats and/or refined carbohydrates (e.g., white flour, sugar), such 
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as binge consumption, use despite negative consequences, and cross-sensitization to other addic-
tive substances (e.g., amphetamine) (Avena et al., 2008b; Johnson and Kenny, 2010; Oswald 
et al., 2011; Robinson et al., 2015). For instance, rats are willing to endure a foot shock in order 
to obtain M&Ms, a chocolate candy high in both fat and sugar (Oswald et al., 2011). Animal 
studies have also begun to prise apart the differential roles of fat and refined carbohydrates 
like sugar. When sucrose (sugar) is removed from the rats’ diets following intermittent access, 
symptoms of withdrawal have been observed, such as teeth chattering and anxiety (Avena et al., 
2008a). While withdrawal does not occur when fat is removed from the rats’ diets, bingeing 
on high-fat foods seems to be more closely associated with weight gain than consumption of 
sucrose (Avena et al., 2009). Finally, animal models have found that bingeing on high-fat, high-
sugar foods (e.g., cheesecake, chips, cookies) may downregulate dopaminergic receptors in a 
similar manner to prolonged exposure to drugs of abuse (Johnson and Kenny, 2010; Robinson 
et al., 2015).

In parallel with animal model research, foods high in added fats and/or refined carbohydrates 
(e.g., cake, French fries) also appear to be most related to indicators of addictive-like eating. 
Individuals frequently report greater cravings for foods high in added fats and/or refined car-
bohydrates (White and Grilo, 2005) and consumption of large quantities of these foods while 
feeling unable to control the amount consumed (Vanderlinden et al., 2001), which relate to two 
diagnostic indicators of substance-related and addictive disorders in the Diagnostic and Statistical 
Manual of Mental Disorders (DSM) (American Psychiatric Association, 2013). Additionally, a 
recent study asked individuals to report how likely they were to experience the DSM symptoms 
of substance-use disorders (e.g., consumption in larger amounts or longer periods than intended, 
use despite negative consequences) in response to nutritionally diverse food items. Notably, the 
foods most implicated in addictive-like responses were high in both added fats and refined car-
bohydrates (e.g., chocolate, pizza, ice cream, muffin) (Schulte et al., 2015). Further, foods with 
a high glycemic load, which measures the body’s blood sugar spike after consumption, appeared 
to be particularly problematic for individuals who reported experiencing indicators of addictive-
like eating (Schulte et al., 2015). In contrast, foods without added fats or refined carbohydrates 
(e.g., nuts, fruits, vegetables) have limited relation to addictive-like eating behavior. High-fat, 
high-refined carbohydrate foods are also reported to be consumed in problematic patterns seen 
with drugs of abuse, such as bingeing (Yanovski et al., 1992; Rosen et al., 1986; Vanderlinden 
et al., 2001) and consumption to cope with negative emotions (Zellner et al., 2006; Epel et al., 
2001; Oliver et al., 2000).

In summary, evidence is growing for the idea that foods high in added fats and/or refined 
carbohydrates are most closely implicated in addictive-like eating behavior. Animal and 
human studies have found that high-fat, high-refined carbohydrate foods may be associated 
with behavioral characteristics of substance-use disorders (e.g., consumption in larger amounts 
or longer periods than intended, inability to cut down despite desire to do so, craving). While 
animal models have demonstrated that prolonged consumption of these foods lead to changes 
in reward-related networks, research in humans is warranted to elucidate the neurobiological 
similarities (e.g., downregulation of dopamine) and differences (e.g., influence of appetitive 
response for food) between addictive-like consumption of food and drugs of abuse. This is 
especially important as there are drugs of abuse, like cocaine, that act directly on dopamine 
neurons, whereas highly palatable foods have more indirect effects on the brain. Future stud-
ies should examine whether repeated exposure to high-fat, high-refined carbohydrate foods 
may activate reward and executive control networks, akin to drugs of abuse, to increase the 
rewarding salience of these foods and motivate compulsive, addictive-like consumption in 
vulnerable individuals.
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Who might be addicted?

Addiction is the result of not only the attributes of the substance, but also individual risk fac-
tors. There is no drug of abuse that is addicting to all or even most people who consume it. For 
example, alcohol is consumed by approximately 90% of people, but the prevalence of an alcohol 
use disorder is around 10% (American Psychiatric Association, 2000). Similarly, with cocaine, 
only 15–16% of individuals who use this drug become addicted to it within ten years of use 
(Wagner and Anthony, 2002). Thus, when investigating addiction, it is important to evaluate 
which individuals are most prone to developing problematic use and what factors may be placing 
them at increased risk.

Although there is no officially recognized diagnosis of food addiction, the Yale Food Addiction 
Scale (YFAS) is a valid and reliable tool designed to assess addictive-like eating. The YFAS 
applies the diagnostic criteria for substance-related and addictive disorders (SRAD) from the 
DSM to the consumption of highly rewarding foods (Gearhardt et al., 2009). The original YFAS 
was published in 2009 and was based on the DSM-IV substance dependence criteria (Gearhardt 
et al., 2009). The YFAS assesses seven symptoms of substance dependence (e.g., continued use 
despite negative consequences, withdrawal, tolerance) and clinically significant impairment or 
distress. To meet the threshold for YFAS food addiction, individuals need to endorse three or 
more symptoms in a 12-month period and impairment/distress. Recently, a new version of the 
YFAS (YFAS 2.0) was released to reflect changes to the SRAD section in DSM-5, including the 
addition of new symptoms (e.g., craving, interpersonal problems) and a spectrum of diagnostic 
options that ranges from mild to severe (Gearhardt et al., 2016). The YFAS is available in both 
adult and children versions and has been translated into a number of different languages (e.g., 
German, French, Spanish, Turkish) (Meule and Gearhardt, 2014).

Elevated scores on the YFAS are associated with a number of eating-related problems. The 
prevalence of FA is about 19.9% based on a recent meta-analysis (Pursey et al., 2014). Women 
and individuals with obesity exhibit a higher prevalence of food addiction relative to men and 
normal weight participants (Pursey et al., 2014). In adults, higher YFAS scores are associated 
with an increased likelihood of obesity, binge eating, emotional eating, and diet-related health 
outcomes (e.g., elevated cholesterol) (Meule and Gearhardt, 2014). In children, more symp-
toms of food addiction are related to increased BMI, more emotional eating, and less satiety 
responsiveness (Gearhardt et  al., 2013). Factors associated with substance addictions are also 
associated with YFAS food addiction. For example, increased craving, higher impulsivity and a 
greater motivation to use in response to negative affect are central aspects of addiction (Li and 
Sinha, 2008). Similarly, YFAS food addiction is associated with higher craving (particularly for 
foods high in refined carbohydrates and fat), increased impulsivity, and elevated motivation to 
eat palatable foods in response to negative affect (Meule and Gearhardt, 2014). Individuals who 
endorse more addictive-like eating also exhibit biological responses that are implicated in addic-
tive disorders, such as greater neural activation of reward-related regions in response to food 
cues (Gearhardt et al., 2011c). One limitation of this research is that the majority of these studies 
have been cross-sectional, thus the causal relationship between food addiction and these factors 
is unclear. Thus, more research is needed to evaluate what risk factors may make an individual 
more prone to develop food addiction symptoms.

The role of cues

The incentive-sensitization theory of addiction proposes one explanation for why some 
people display greater susceptibility to addictive behaviors (Robinson and Berridge, 2000).  
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This theory, which has been applied to eating behavior as well as substance use (Berridge, 2009), 
distinguishes between two drivers of consummatory behavior – “liking” and “wanting.” Under 
the incentive-sensitization theory, “liking” refers to the hedonic pleasure one derives from a 
reward, for example enjoying the taste and experience of eating a certain food. “Wanting,” on 
the other hand, refers to a strong motivation to obtain and consume a reward such as food. 
While, initially, a reward tends to be both wanted and liked, with repeated consumption an 
individual becomes sensitized to cues associated with the reward, triggering excessive “want-
ing” even in the absence of liking (Robinson and Berridge, 2008). “Wanting” is thus thought 
to be the driving force motivating compulsive consummatory behavior, providing a hypothesis 
for why such behavior continues despite individuals deriving lower enjoyment from the reward 
(Robinson and Berridge, 2008). Importantly, according to the incentive-sensitization theory, 
“wanting” only occurs in the presence of relevant cues (Robinson and Berridge, 2000). These 
cues begin to develop incentive salience on their own, becoming especially attractive and 
prompting increased “wanting” and reward-seeking behavior (Robinson and Berridge, 2008; 
Robinson and Flagel, 2009). In humans, obese compared with non-obese individuals show 
sensitization to snack foods, finding them increasingly reinforcing, or “wanted,” after daily con-
sumption (Temple et al., 2009). The ability of cues to trigger increased “wanting” could explain 
why individuals with substance use disorders often relapse even following a period of sobriety, 
or why a diet becomes difficult to adhere to when one smells a tray of freshly baked cookies.

Even under the incentive-sensitization theory, not everyone shows an addictive response 
to foods. There appear to be individual differences in one’s sensitivity to cues, such as the 
classification of individuals as sign-trackers versus goal-trackers (Robinson et al., 2014; Meyer 
et al., 2012). Sign-tracking and goal-tracking refer to different responses that occur as a result of 
Pavlovian conditioning. When conditioned to associate the presentation of a cue (e.g., a lever 
or light) with the delivery of a reward (e.g., food or cocaine), sign-trackers have a tendency to 
become attracted to and interact with the cue itself, while goal-trackers will instead focus on 
the area where they expect the reward to be delivered. In animal studies, sign-tracking behavior 
may include the animal touching or even attempting to eat the cue (Flagel et al., 2008). Sign-
trackers and goal-trackers do not show any difference in their ability to learn the association, 
but rather show a bias toward a certain conditioned response (i.e., approaching either the cue 
or the reward). Thus, there appear to be individual differences in the attribution of incentive 
salience to the Pavlovian conditioned stimulus (Robinson and Flagel, 2009). Sign-tracking is 
associated with greater impulsivity and risk for addictive behaviors (Flagel et  al., 2009). For 
example, rats classified as sign-trackers are more likely than goal-trackers to show reinstated 
food-seeking behavior when presented with a previously associated cue (Yager and Robinson, 
2010), suggesting that this cue holds increased incentive salience and is triggering wanting. 
Thus, our cue-rich food environment is likely particularly problematic for those prone to a sign-
tracking response, and in fact obese individuals show an attentional bias toward food-related 
cues (Yokum et al., 2011). A recent study has shown sign- and goal-tracking to be observable 
in humans, finding that sign-trackers were more responsive to food cues and more likely to be 
obese than goal-trackers (Versace et al., 2016). While research on sign- and goal-tracking in 
humans is still in the early stages, this concept provides a promising theory for why certain foods 
may prompt an addictive response in some individuals but not in others.

Treatment and policy implication

If certain foods or food attributes are found to be addictive, this may lead to a paradigm shift 
in the way we treat eating-related problems and the policies that shape our current food 
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environment. Our current treatments for obesity have limited long-term effectiveness and while 
treatments for binge-eating disorder (e.g., Cognitive Behavioral Treatment [CBT] for eating 
disorders) reduce binge eating they are not effective at reducing body weight (Grilo et al., 2011). 
One possibility for the limited effectiveness of these treatments is that some of the mechanisms 
driving the overeating are not being addressed. If highly rewarding foods are capable of trigger-
ing an addictive response in some people, integrating addiction intervention approaches may be 
beneficial in some cases. Although there are a number of similarities in empirically supported 
treatments for addiction and overeating (e.g., monitoring consumption, developing alternative 
coping strategies), there are also distinct factors (Gearhardt et al., 2011b). For example, addiction 
perspectives highlight the importance of cues in triggering consumption and relapse prevention. 
An increased focus on these factors for individuals with more food addiction symptoms may be 
important. There are also pharmacological approaches in addiction that target reward and moti-
vation systems (e.g., Contrave). If addictive mechanisms are found to play a role in overeating, 
addiction pharmacology approaches may prove to be useful for eating-related problems.

One aspect of an addiction perspective that may not be easily integrated into existing eating 
treatments is the role the food plays in excess food consumption. The CBT for binge eating take 
the approach that there are no good foods or bad foods (Fairburn and Harrison, 2003). One of 
the aims of treatment is to reduce these beliefs about these foods and to encourage consumption 
of all foods in moderation. However, an addiction perspective may challenge this perspective. 
Foods may differ in their addictive potential and their ability to trigger a cascade of biological 
and psychological effects that may increase the likelihood of overeating. Thus, there is likely 
an interaction between the risk factors of the person, but also the risk potential of the food. If 
certain foods have an addictive potential, this would not require that all individuals would need 
to strictly abstain from eating them. Instead, empirically supported treatments for addiction 
that aim to reduce harm by helping individuals learn to consume in a moderate way may be 
beneficial (Marlatt and Witkiewitz, 2002). For example, harm reduction approaches for alcohol 
acknowledge that alcoholic beverages vary in their risk potential with low-alcohol beer typically 
being less risky than hard liquor. Also, situations differ in their risk potential, such that trying to 
consume higher-risk alcoholic beverages when emotions are intense or around certain people 
may increase the likelihood of harm. However, certain higher-risk beverages (e.g., grain alcohol) 
may be difficult to consume moderately even in safer situations and therefore abstinence from 
this beverage may be more successful. In the context of eating, this approach may suggest that 
abstinence from the highest-risk foods in situations that are particularly triggering (e.g., times of 
extreme hunger, sadness, loneliness or isolation) would be beneficial. Further, some (but not all) 
individuals might find that specific foods are too triggering to eat regardless of the context and 
removing this food from the diet may be more successful.

Contingency management (CM) techniques may be adapted to emphasize abstinence, 
and this approach is of growing interest for the treatment of substance-related addictions. 
Contingency management is based on operant conditioning principles and provides individuals 
with rewards (e.g., gift cards) for treatment participation or achieving goals (e.g., abstaining from 
use) (Prendergast et al., 2006). Contingency management aims to reduce the rewarding value of 
addictive substances by reinforcing behavior inconsistent with drug use. Previous studies have 
observed that adding CM to standard treatment (e.g., psychoeducation, coping skills), relative 
to standard treatment alone, resulted in greater likelihood and longer duration of abstinence, 
reduced drop-out rates, and increased attendance of treatment sessions (for a review, see Zajac 
et al. in this volume). Relatedly, Kong and colleagues (2016) observed that alternative reinforc-
ers may be useful in reducing the reinforcing effects of food. Thus, CM may also be effective 
in helping some individuals abstain or reduce their consumption of potentially addictive foods.  
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For example, individuals with addictive-like eating behavior may be rewarded with incentives for 
abstaining from highly triggering foods. Overall, future research is needed to evaluate whether 
applying these addiction-related intervention approaches would improve clinical outcomes 
related to obesity and binge eating.

However, it is important to note that addiction does not just impact people who have a 
clinical disorder. Generally, addictive responses to a substance occur on a spectrum and wide-
spread sub-clinical response can lead to major public health consequences. Again, returning to 
alcohol, only a relatively small subsection of people meet for an alcohol use disorder (American 
Psychiatric Association, 2000). Yet, alcohol is the third leading cause of preventable death due 
in large part to risky use (e.g., driving drunk) even in those without a clinical disorder (Mokdad 
et al., 2004). The same is likely true with potentially addictive foods. The majority of people will 
not develop a clinical level of food addiction, but for many people these foods may elicit enough 
of an addictive response to encourage overconsumption. Given that even a couple extra hun-
dred calories a day can result in excess weight gain, even mild addictive responses to these foods 
may lead to negative health outcomes like obesity. The most effective strategies to deal with the 
widespread negative public health consequences of an addictive substance are through policy 
(Strang et al., 2012). Although there is generally public support for educational approaches to 
addressing addiction, educational initiatives have limited effectiveness. Rather, environmental 
and economic policies are more potent weapons to turn back the tide of addiction. For exam-
ple, in the case of tobacco, raising prices through taxes, restricting access through clean-air laws 
and reducing cues by limiting advertising have been effective in lowering smoking rates in the 
United States (Lantz et al., 2000). Similar food-related policies have been proposed and, while 
momentum may be building for certain initiatives like soda taxes, there has generally been 
limited public support. Given that calorie-dense, nutrient-poor foods are implicated in many 
chronic diseases (e.g., diabetes, heart disease), the role of policies to encourage healthier eating 
practices (e.g., taxation, marketing restrictions) may be important for improving public health 
regardless of whether these foods have an addictive potential. However, evaluating the addic-
tive nature of these foods may be important in shifting public opinion. Individuals who believe 
that certain foods are addictive indicate a greater support for policy initiatives to reduce obesity, 
regardless of their political orientation, body mass index, or personal food addiction symptoms 
(Schulte et  al., 2016). Although the science in this area is just beginning to build, if highly 
rewarding foods are found to be addictive this may be a game changer both for treatment and 
policy approaches to reduce compulsive overeating.
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16
“A WALK ON THE WILD SIDE” 

OF ADDICTION
The history and significance of animal models

Serge H. Ahmed

August 1, 1936 is an infamous date in modern World history as it marked the opening of the 
Olympic Games held in Berlin, Nazi Germany. Almost entirely forgotten, it was also the day 
that an infrahuman animal – as nonhuman animals were commonly referred to at the time – 
was first reported to have behaved in a way indicating the presence of an addiction-like desire 
or striving for a drug, that is, a desire so predominant to take “precedence over practically all 
other needs and impulses” (Spragg 1940). This seminal observation was made by Sidney Spragg 
at Yale Laboratories of Primate Biology in New Haven, a laboratory that had been recently 
founded and headed by Robert Yerkes, a well-known pioneer in the study of primate behav-
ior and cognition. Spragg reported this finding in a 132-page monograph published in 1940, 
thereby launching the field of research on nonhuman animal models of addiction. I will describe 
and discuss this landmark study in some detail below, and use it as the starting point for a walk 
on the animal side – not the wild one – of addiction research to explore how this research has 
evolved to this day and how it challenges, more or less successfully, the human uniqueness of 
addiction.

Until 1936, intense desires for drugs were believed to be unique to human addicts. In the 
words of Alfred Lindesmith, a then-leading expert on opiate addiction:

addiction in human beings involves complex associations and perceptions which are 
achieved by means of verbal symbols. The genuine addict [. . .] desires morphine and 
knows it. [. . .] Genuine addiction has never been established in infrahuman organisms. 
[. . .] It is our contention that this gap could only be closed if the [animals] could be 
taught to speak.

Lindesmith 1946

When Lindesmith expressed this then widely held view, there was already significant research 
on addictive substances in nonhuman animals – beginning with work on morphine in dogs by 
Claude Bernard in Paris. But this research focused almost exclusively on the effects of addic-
tive substances on the body and its organs, and largely ignored their behavioral effects (Faust 
1900; Tatum et al. 1929). As a matter of fact, drugs were administered “by force” to the animals 
using the recently-developed hypodermic syringe. This typically required immobilizing them 
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through handling, a procedure that animals tried to resist, at least initially. No effort was made to 
allow animals to freely self-inject a drug. It was not until the early 1960s that the first systematic 
research on drug self-injection by freely moving animals was conducted (see below).

Before Spragg’s inaugural work, some researchers had already claimed to have witnessed 
what they believed to be the behavioral manifestation of a desire or craving for a drug in non-
human animals, mainly dogs, but this evidence was at best anecdotal (Faust 1900; Tatum et al. 
1929). For instance, in their initial study on cocaine sensitization, Tatum and Seevers described 
in some detail the case of a female dog that behaved

as if she desired the drug. About a month after injections were begun it was noticed 
that the animal became very excitable whenever the attendant came near [. . .]. This 
was especially true if the animal saw preparations for the injection, particularly the 
hypodermic syringe. During the next three or four months the excitement became 
more and more evident at the prospect of receiving the injection. [. . .] when allowed 
out of the cage, [she] would jump against the attendant, then lie down on her back to 
receive the injection. After receiving the drug she was apparently satisfied, and would 
of her own accord reenter the cage. Food offered at the time of injection, even after a 
48-h fast, would be refused in favor of the injection.

Tatum and Seevers 1929

Apparently, during chronic cocaine administration, the desire for cocaine had taken precedence 
over food and had abolished all initial resistance to the injection procedure. In the absence of 
other criteria, the passive submission of an animal to the injection procedure was frequently 
used at the time as an objective criterion for drug craving. In one study on chronic morphine, a 
dog behaved so cooperatively during the daily injection that the authors felt compelled to state 
“[she] seems actually to beg for a dose” (Plant and Pierce 1928).

For Sidney Spragg, however, “passive cooperation for hypodermic injection” could not in 
itself be considered adequate evidence for an addiction-related drug desire. More direct evi-
dence had to be adduced to prove beyond any reasonable doubt that a nonhuman animal could 
experience and manifest a genuine desire for a drug. Obtaining this evidence was particularly 
relevant and important to test Lindesmith’s theory about the uniqueness of addiction in humans. 
To test this hypothesis, Spragg deemed it necessary to turn to a nonhuman species that was 
closer “in the phyletic scale” to humans than dogs or even monkeys, to make sure that it was 
capable of forming a delayed association between a hypodermic drug injection and its effects 
which did not “become manifest for some ten or fifteen minutes” (Spragg 1940). Spragg rea-
soned that organisms unable to form delayed associations could not desire a drug, even during 
withdrawal distress, mainly because they could not expect the delayed effects of the hypodermic 
injection. This explains why he did not opt for monkeys (e.g., “macacus rhesus”) which, at the 
time, were considered to be too cognitively limited to form delayed associations. In addition, 
there was also no convincing evidence of a desire for drugs in monkeys. Notably, in their study 
on cocaine sensitization that involved monkeys as well as dogs, Tatum and Seevers noted that 
rhesus monkeys did not show “any sign of craving for the drug; in fact the reverse was true. 
When approached with the syringe the animal presented a picture of extreme terror” (Tatum 
and Seevers 1929). However, Tatum and Seevers did not attribute this behavior to an inability 
to form delayed associations. According to them, “the absence of evident desire for the drug 
in [. . .] monkeys may be due to the fact that these animals do not accept handling as kindly as 
do dogs. Thus, dislike of being handled may mask or prevent the manifestations of conscious 
desire” (Tatum et al. 1929).
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In the end, Spragg chose to conduct his research on four young adolescent chimpanzees, 
three males (Lyn, Velt and Frank) and one female (Kambi). Chimpanzees are phylogenetically 
closer to humans than any other animal species. They had also recently been shown, notably 
by Robert Yerkes himself, to be capable of resolving complex behavioral problems, involving 
multiple options and relatively long reward delays (Yerkes 1940). Since a chimpanzee would 
require two or three attendants to immobilize them, the use of a hypodermic syringe by force 
was not an option. All subjects were thus trained to accept “kindly” the injection procedure. 
This required ingenuity, food bait, and a lot of patience until a chimpanzee fully complied 
with the hypodermic injection procedure. Only then could chronic morphine administration 
begin. Each chimpanzee was administered a dose of morphine (2–4 mg/kg) twice a day during 
several months, one dose in the morning, the other in the afternoon. For each subject, the daily 
injection ritual unfolded as follows. The experimenter first collected the subject from its living 
cage which was located in the backyard of the research buildings. The subject was then walked 
on a leash toward a specific room in a nearby building to be injected with a morphine-loaded 
hypodermic syringe. After the injection, the subject remained in the room for 10–15 minutes 
and then was walked back on the leash to its living cage where it was left alone until the next 
injection. No injection of morphine was made outside of the injection room. This was to make 
sure that if the subject experienced drug withdrawal distress, it would yearn to go to the injec-
tion room to receive a dose of morphine for relief.

Over the course of chronic morphine administration, Spragg began to notice the emergence 
and progressive intensification of what he interpreted as behavioral signs of a “powerful desire” 
for morphine. These signs manifested only during drug withdrawal (e.g., in the morning, about 
16 h after the afternoon morphine injection) and were otherwise absent. They included the 
following:

1. the chimpanzee showed “eagerness to be taken from the living cage by the experimenter”;
2. it attempted to get to the injection room quickly, “tugging at the leash and leading the 

experimenter toward and into that room; and exhibiting frustration when led away from 
the injection room and back to the living cage without having been given an injection”;

3. it showed “more or less definite solicitation of the injection, by eager cooperation in the 
injection procedure or even occasionally by initiation of the procedure itself” (e.g., open-
ing of the box containing the morphine-loaded syringe, taking the syringe and giving it to 
the experimenter).

Spragg 1940

Lyn – a “lively, friendly” sexually immature adolescent male – was the first chimpanzee to 
exhibit these signs after five months of chronic morphine administration. This was on August 1, 
1936. On the page of his notebook corresponding to this day, Spragg wrote:

Lyn whimpered and pulled at the leash when I tried to put him back in his cage after 
weighing. He then grasped the leash in his hand and pulled back toward the Maternity 
Building (in which the injection room is located). I let him lead me and he went back, 
between the Maternity and Nursery Buildings, looking in each doorway. He looked 
in through the open doorway of the injection room, then pulled me into the room 
after him, jumped up at once on the box (on which injections are regularly made), 
turned toward me and grunted several times. Then he stretched out full length on 
the box. When I attempted to get him off the box, and lead him from the room, he 
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whimpered and grimaced, and tugged against me to remain on the box. I tried once 
more, without success. Then I took him in my arms and carried him back to his living 
cage, without any protest on his part. However, he whimpered and cried when I put 
him back in his living cage, and then barked angrily and threateningly at me when I 
closed the cage door.

Spragg 1940

Even today, more than 80 years after this observation, it is difficult not to see in Lyn’s behavior, 
gesture, and vocalization unequivocal evidence for a genuine desire or striving for morphine. 
Even Lindesmith conceded this, although he remained skeptical about the comparison with 
addiction in humans (Lindesmith 1946). However, aware that mere observation of behavior 
could never be guaranteed to be free from anthropomorphic bias, Spragg devised an additional 
experimental test to obtain a clear and objective demonstration. This led him to design the first 
drug choice experiment ever realized in a laboratory to test if chimpanzees’ desires for the drug 
“pervade the behavior of the organism and predominate over other, normally primary, desires” 
(Spragg 1940). This experiment involved an exclusive choice between a dose of morphine and a 
preferred fruit (e.g., a banana). Briefly, once a day, chimpanzees (Velt and Kambi) had to choose 
between two sticks, one painted in black, the other in white. The black stick could be used as 
a key to open a black box to get access to a fruit reward (a whole banana or half of an orange) 
while the white stick could be used to open a white box to get access to a morphine-loaded 
syringe. Choices were made under four different physiological states: hungry (i.e., not fed for 
16–18 h) and needing morphine (i.e., not given morphine for 16–18 h); hungry and given 
morphine recently; given food recently and needing morphine; given both food and morphine 
recently. Overall, the chimpanzees chose morphine nearly exclusively during withdrawal dis-
tress; otherwise they chose food (Spragg 1940).

To Spragg and other animal researchers after him, this research demonstrated beyond any 
reasonable doubt morphine addiction in chimpanzees and, consequently, refuted Lindesmith’s 
hypothesis about the uniqueness of human addiction. Chimpanzees did not have to be able 
to speak for them to learn that a morphine injection would eventually alleviate withdrawal 
distress, or to desire such an injection as a means to alleviating withdrawal distress when it was 
experienced. However, according to Spragg, although he had succeeded in showing a genuine 
addiction-like desire for a drug where others had previously failed, this was mainly because he 
had chosen chimpanzees as experimental subjects. For only chimpanzees were considered to be 
capable of forming the delayed associations necessary to bridge the temporal gap between the 
hypodermic drug injection and its subsequent relieving effect on withdrawal. This explains why 
Spragg was reluctant to extrapolate his conclusions to other nonhuman animal species, includ-
ing monkeys. In fact, he believed that any species low in the phyletic scale, like rats, “could 
probably never become addicted to morphine, simply because they are not capable of forming 
associations of this order” (Spragg 1940). In other words, he simply moved Lindesmith’s addic-
tion dividing line down to a lower level in the “phyletic scale”. Subsequent research on drug 
choice in opiate-dependent animals has shown that the basis of this reluctance is largely borne 
out in rats (Lenoir et al. 2013) but not in monkeys that, during heroin withdrawal, also prefer to 
use the drug over food (Griffiths et al. 1981; Negus 2006).

The fact that a nonhuman animal could express “a desire for the drug” during withdrawal 
distress was taken by Spragg and his fellow researchers as proof that “addiction has a firm organic 
basis.” Withdrawal distress was thus not merely a “play of sympathy” to win an addict an addi-
tional drug dose. S/he really needed this dose to feel and function normally.
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Drug addiction, whether in the human or the chimpanzee subject, can be consid-
ered as a state of equilibrium, the departure of which creates a condition that gener-
ates powerful motivations to restore that equilibrium – motivations that pervade the 
behavior of the organism and predominate over other, normally primary, desires.

Spragg 1940

Apart from the neurobiological details, one is struck by the similarity between Spragg’s explana-
tion of addiction and the current allostatic theory of addiction (Koob 2009), revealing a remark-
able historical continuity in certain addiction theories.

However, an important difference between human addicts and Spragg’s morphine-addicted 
chimpanzees is that the latter did not develop a state of addiction as a consequence of their own 
drug-use behavior. Such a state was literally forced on them by the experimenter, thereby leav-
ing entirely open the question of what leads individuals to use a drug over a sufficiently long 
period of time that they become and remain addicted. In humans, many different motivations 
or purposes for chronic drug use exist, including, for instance, the search for pleasure, the self-
medication of a preexisting negative psychological condition and/or the attempt to escape from 
or cope with a harsh reality (Pickard 2012; Pickard in this volume). Like many other research-
ers, Spragg presupposed that chimpanzees (and a fortiori other nonhuman animals) had none of 
these motivations. They manifested a desire for morphine only after they became physiologi-
cally dependent on the drug, not before they became dependent, thereby ruling out the search 
for pleasure as a significant factor in their desire for the drug. They were also deemed to be 
“not neurotic or unstable, and did not take the drug in order to escape from reality” (Spragg 
1940). Obviously, this statement entirely obliterates the importance and significance of the life 
history and situation of experimental animals – an issue that I will return to later on. However, 
according to this presupposition, even if drug-naïve chimpanzees were given every opportunity 
to learn to self-inject morphine or another drug, they would never acquire this behavior, and 
thus could never go on to develop addiction without being forced into it by an experimenter. 
Addiction had to be inoculated in advance to install the precondition for a drug desire in a 
nonhuman animal. This presupposition will probably sound paradoxical to any current animal 
researcher who endorses the view that addiction is a disorder of compulsion, characterized by 
a loss of control over drug use. How could one reproduce this loss of control in a nonhuman 
animal that has no control over drug use from the outset? As I will show below, this question 
seemed at first to be resolved by the advance of the standard drug self-administration paradigm, 
only to resurface later under a different guise.

The belief that addiction had to be “inoculated” to allow for the emergence of a drug 
desire proved remarkably persistent and remained influential until the early 1960s, when the 
first studies on intravenous (IV) drug self-administration in nonhuman animals were conducted 
(Weeks 1962; Thompson and Schuster 1964). These early studies helped to define the drug 
self-administration paradigm that became standard in the field until this day. Briefly, during a 
typical session of drug self-administration, an animal with an intra-jugular catheter is connected 
to a drug infusion system, and placed in a cage where it has access to a response operandum 
(e.g., a lever) that controls the drug infusion system. This allows an animal to self-inject a drug 
dose directly and rapidly into its bloodstream, without being forced to take the drug by an 
experimenter. However, despite this, the first two studies on IV drug self-administration were 
conducted on subjects previously addicted to morphine by prior, forced drug administration. 
Researchers were so convinced that addiction had to be inoculated to “create” a motivation 
for the drug that they did not even consider testing a control group of drug-naïve animals for 
comparison (Weeks 1962; Thompson and Schuster 1964).
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In this context, it must have been a shock when other researchers began to report that ini-
tially drug-naïve animals did in fact readily learn to self-inject intravenously “those drugs which 
man abuses severely,” including cocaine, amphetamine, nicotine, and morphine (Pickens and 
Thompson 1968; Deneau et al. 1969). No drug-dependent “state of equilibrium” had to be 
inoculated and no withdrawal distress had to be relieved to make a drug desirable. Drugs were 
apparently able by themselves to generate a rewarding sensation that could positively reinforce 
behavior. In the words of some of the researchers who made this momentous discovery, the 
drug self-administration behavior of an initially drug-naïve animal is its “unhindered decision 
and a direct reflection of his preference [. . .] to exist under the influence of the drugs’ effects” 
(Deneau et  al. 1969). It was truly a momentous discovery, as it launched a massive research 
effort, still active to this day, on the role of positive reinforcement in drug self-administration, 
almost eclipsing entirely all previous research on negative reinforcement, including Spragg’s 
inaugural study on morphine-dependent chimpanzees. From this moment in the history of 
animal research on addiction onwards, most researchers have studied how naïve animals initially 
learn the drug self-administration behavior, without being overly concerned with whether or 
not this behavior, once acquired, will eventually cause a state of physiological dependence or, 
for that matter, any other sign of addiction. In other words, the search for drug pleasure took 
precedence over the avoidance of drug withdrawal agony as the major source of motivation in 
animal research on addiction. Nonetheless, one thing did not change. Like Spragg before them, 
researchers who discovered that nonhuman animals were responsive to the positive reinforc-
ing effects of drugs interpreted this finding as evidence that ruled out the importance of other 
sources of motivation in addiction, including once again a need to self-medicate a preexisting 
psychological condition and/or an attempt to escape a harsh reality.

The conclusion that addiction was primarily driven by the pursuit of drug reward seemed 
to be further strengthened by subsequent research showing that, under some conditions, 
animals would respond repeatedly and persistently in order to be under the influence of a 
drug, even when this pursuit interfered with other biologically-important activities, such 
as eating, sleeping and drinking, eventually culminating in health deterioration and death 
(Johanson et  al. 1976; Bozarth and Wise 1985). Importantly, this self-destructive behavior 
was also observed when animals were explicitly offered a choice between an IV drug and 
a nondrug reward, typically a palatable food. For instance, in one early drug choice experi-
ment, monkeys were allowed to choose between a large IV dose of cocaine and food every 
15 minutes, 24h/24. All monkeys rapidly ended up choosing cocaine quasi-exclusively and 
the experiment had to be discontinued after eight days because of “concern for the health of 
the animals” (Aigner and Balster 1978). The experimenter now had to intervene, not to force 
addiction onto the animals, but instead to protect them from its self-destructive consequences. 
Overall, subsequent research on drug choices confirmed this finding in monkeys under a wide 
range of experimental conditions (Banks and Negus 2012). In rats, however, this outcome 
has been reproduced so far only under a much more restricted set of conditions, notably only 
in choice settings where animals can choose almost continuously between the drug and the 
nondrug options, and hence where their current choices can be influenced by the intoxicating 
effects of prior drug choices. In other settings where this drug influence is not possible – for 
instance, by imposing a sufficiently long interval between successive choices – most rats prefer 
the alternative option to drugs (Ahmed 2010; 2017). The origin of this species-specific differ-
ence in drug choice outcomes between rats and monkeys is not fully understood yet, but it 
may have something to do with rats’ lower ability to form “delayed associations”, as was sug-
gested early on by Spragg (Ahmed 2017). Regardless, under certain specific conditions, such 
as when current choices can be influenced by the intoxicating effects of prior drug choices, 
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most, if not all, animals will use drugs despite severe negative consequences, even when they 
have the choice to behave differently.

The early observation of this self-destructive behavior in nonhuman animals, combined with 
the then recently-discovered reward circuits of the brain by Olds and Milner (called “reward 
centers” at the time) (Olds and Milner 1954), conspired to give birth to the current dominant 
theory of addiction. Although there are now several variants of this theory, they are all built 
around the same theoretical core. Drugs cause addiction because they directly activate brain 
reward circuits, mainly the midbrain dopamine neurons and their projections to the ventral 
striatum, without involving the complex perceptual processes that are normally recruited by 
nondrug rewards. By directly boosting these circuits, drugs generate an abnormally high, albeit 
fake, reward signal that, though associated with no real benefit, nevertheless reinforces the self-
administration behavior and promotes its repetition (Nesse and Berridge 1997; Wise and Koob 
2014; Luscher 2016).

However, it is notable that although the resulting behavior is sometimes interpreted as a 
reflection of a voluntary, goal-directed pursuit of drug reward or euphoria, this need not be the 
case. Nothing forbids us from considering this drug reinforcement process as purely automatic. 
According to such a view, an animal would not self-administer a drug because it desires or 
wants to experience its euphoric or hedonic effects, but because the drug would push the “do 
it again” button (as it were) in its brain. It is important to note that, according to this alterna-
tive view, drug self-administration behavior would be automatic, purposeless, and uncontrolled 
since initial acquisition – and not only as the end result of a long history of repeated drug use, 
as currently hypothesized by some researchers (Everitt and Robbins 2016). Hence there would 
be no real loss of control over drug use according to this view, since at no time was the animal 
in control of its behavior. It is troubling to realize that, even to this day, we continue to ignore 
which of these two views is more valid: is drug self-administration by a nonhuman animal a 
goal-directed behavior or a mere behavioral automatism triggered by the drug? This uncertainty 
is mainly due to the fact that the standard procedures used to probe whether a nondrug behavior 
is goal-directed or not (e.g., outcome devaluation procedures) are poorly applicable to drug-use 
behavior despite several attempts.

Regardless of how this uncertainty will ultimately be resolved, the discovery that initially 
non-addicted animals would learn to self-inject drugs dramatically changed theories about 
the susceptibility of nonhuman animals to develop addiction on their own – as well as theo-
ries about the human uniqueness of addiction. As noted above, before this discovery, most 
researchers believed that addiction was unique to humans, only later coming to realize that 
animals could also develop an addiction-like state – but only when it was forced on them. 
After this discovery, however, researchers began to seriously consider the possibility that ani-
mals were not only vulnerable to develop addiction on their own, but may even be more 
vulnerable than humans. Only nonhuman animals seemed genuinely unable to stop using a 
drug to avoid self-destruction and death – and this even when they had the choice. Addiction 
was thus progressively and increasingly viewed as resulting, not from the “human in us”, but 
from the “animal in us.” In the early 1990s, Frank Logan, a pioneer in animal research on 
decision-making, summarized this view as follows: “drug addiction is primarily the result of 
the animal in us. Indeed, there are so many animal processes leading to drug use and abuse that 
the question is not so much why do some people become addicted as why doesn’t everyone?” 
(Logan 1993). For Logan, despite the rhetoric in his question, the answer seemed obvious. 
Most people do not become addicted after initiating drug use because, unlike animals, people 
are not primarily driven by the pursuit of immediate reward; they also follow a “self-control 
drive.” “[. . .] Control of drug use depends on the human in us, our unique cognitive capacity 
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for self-control. Accordingly, motivation for change is essentially a matter of keeping the 
cortex over the midbrain.” Thus, according to Logan, addiction involves having lost control 
over their midbrain – over the animal within. Though rather simplistic, this view nevertheless 
prefigures, without the details, some current neurobiological theories of addiction that define 
addiction mainly as a loss of control of the prefrontal cortex over the subcortical mechanisms 
underlying the drug-use behavior (Volkow et al. 2011). However, on the assumption that this 
view is correct (which does not seem to be the case (Heather 2017; Pickard in this volume)), 
it raises once again the question about the validity of using nonhuman animals to model this 
hypothetical loss of control in human addiction. If animals do not possess a self-control func-
tion or only a very rudimentary one, then how can they be used validly to reproduce a loss of 
this very function (Ahmed 2008; Pickard and Ahmed 2017)?

However, some researchers were skeptical from the outset about the emerging consensus 
that nonhuman animals were inherently vulnerable to drugs (Alexander and Hadaway 1982; 
Alexander et al. 1985). For such views place great emphasis on the internal brain reward machin-
ery, while neglecting the life history and situation of animals used in addiction research. Animals 
such as rats, monkeys, and chimpanzees descend from highly social species, but in experimental 
settings they are typically raised and tested in asocial environments that one would consider to 
be extreme – abnormal and even traumatic if applied to a human individual. For instance, in 
Spragg’s foundational study, the subjects were young adolescent chimpanzees, separated early 
from their parent groups and caged alone in a small enclosure. Similarly, laboratory rats used in 
addiction research are typically raised and tested in a state of near total isolation and/or extreme 
environmental poverty since weaning. When one considers this seriously, it becomes obvious 
that animals could use drugs for other reasons than to alleviate drug withdrawal distress, to seek 
pleasure and/or to follow blindly the dictate of a brain automatism. Contrary to Spragg’s early 
contention and many other researchers after him, it is in fact very likely that animals may also 
use drugs to self-medicate a preexisting negative psychological condition and/or to try to escape 
a harsh experimental reality, as humans often do (Khantzian 1985; Pickard 2012; Pickard in this 
volume). Furthermore, since animals in such artificial conditions have no social life, they have 
nothing of social significance to lose or to damage by continuing to use drugs that bring negative 
social consequences – as drugs often do in humans – and, consequently, no relevant social dis-
incentive to continue using. Inversely, using a drug while alone obviously reduces the potential 
social benefits to animals that drugs are known to bring to people (Müller and Schumann 2011). 
If a rat only has access to a drug while alone, it cannot utilize that drug for any social benefit, in 
contrast with a rat living in society (Wolffgramm 1991).

Bruce Alexander and colleagues were among the first in the late 1970s to begin to assess 
the influence of the social setting or situation on drug use by laboratory animals, in the now 
famous Rat Park experiment (Alexander et al. 1978; Hadaway et al. 1979; Alexander et al. 
1981). This experiment demonstrated that the social situation did indeed matter – a factor 
that is currently increasingly being reconsidered in addiction research on nonhuman animals 
(Ahmed 2005; Heilig et al. 2016). When given a continuous choice between two bottles – 
one bottle containing water, the other morphine dissolved in water – rats living in a large park 
with many other peers of both sexes drank little of the morphine solution compared with rats 
living alone in a small metal cage. This difference was observed after rats had been forced to 
consume morphine orally during several weeks (i.e., by having only access to the morphine 
bottle) before being offered the two-bottle choice (Alexander et al. 1978). Making the bitter 
morphine solution more palatable by adding sugar increased morphine intake in socially-
isolated rats but had little impact on morphine intake in rats living in Rat Park (Hadaway 
et  al. 1979; Alexander et  al. 1981). No matter how the experimenters tried, they failed to 
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entice rats living in Rat Park to consume oral morphine despite its continuous availability. 
This outcome dramatically contrasts with the self-destructive drug-use behavior reported 
previously in lone animals offered a continuous choice between an IV drug and a nondrug 
food reward. According to Alexander and colleagues, rats living in Rat Park did not take oral 
morphine mainly to avoid those of its effects that likely interfere with the performance of self-
reinforcing species-specific behaviors, mainly social and sexual, in an “otherwise competitive 
society” (Alexander et al. 1978; Hadaway et al. 1979; Alexander et al. 1981). These researchers 
also recognized that oral morphine was a relatively weak reinforcer, mainly because of its slow 
bioavailability. Rats “must drink an appreciable volume of fluid to gain a somewhat delayed 
effect” (Alexander et al. 1985). As a matter of fact, even socially-isolated rats were initially 
highly reluctant to drink the morphine solution when given a choice between it and plain 
water. They began to drink the morphine solution at appreciable levels only after many weeks 
of forced isolation and exposure to it (Alexander et al. 1978) or when it was sweetened with 
sugar (Hadaway et al. 1979; Alexander et al. 1981). Even then, socially-isolated rats did not 
develop a self-destructive pattern of drug use similar to that seen previously with IV drug self-
administration in otherwise comparable drug access conditions. According to Alexander and 
colleagues, socially-isolated rats took more morphine than rats in Rat Park, not because they 
found morphine more rewarding and/or appealing, but mainly because they had less motiva-
tion to avoid it. Their solitude did not expose them to the social negative consequences that 
were hypothesized to motivate rats in Rat Park to avoid morphine (Alexander et al. 1985). 
Finally, these researchers also considered the possibility that socially-isolated rats could take 
morphine to relieve or self-medicate the affective distress associated with isolation – a factor 
that the Rat Park experiment was originally primarily intended to test – but they eventually 
ruled it out mainly because of insufficient evidence (Alexander et al. 1978; Alexander et al. 
1981; Alexander et al. 1985).

The Rat Park experiment is often cited as evidence that rats can forego drugs and avoid 
self-destructive drug use if offered different choices. However, according to the researchers 
who conducted this seminal experiment, a more likely, albeit still unproven, hypothesis is that 
rats chose to forego morphine in Rat Park because it would have brought about negative social 
consequences without significant, if any, drug benefit. If true, this hypothesis raises a paradox. 
How could rats be able to refrain from using a continuously available drug to avoid its negative 
consequences in some experiments (i.e., the Rat Park experiment), but not be able to refrain 
from self-injecting a drug to avoid inanition and death in other experiments (i.e., those where 
lone rats are offered a continuous choice between a drug and nondrug reward, both of which 
can be sampled as much or as little as they choose)? This paradox is all the more troubling given 
that the oral route of drug self-administration used in the Rat Park experiment is associated with 
longer delays of effects than the IV route used in other experiments, and that rats, as anticipated 
long ago by Spragg, have a limited ability to form delayed associations (Ahmed 2017). Rats are 
biologically predisposed to learn to avoid foods that make them subsequently ill (Garcia et al. 
1974), but this conditioned food aversion is unlikely to explain why Rat Park rats as opposed to 
socially-isolated rats did not take morphine.

One way to resolve this paradox would be to conduct a variant of the Rat Park experiment 
where, all else being equal, rats would have continuous access to a more powerful form of drug 
than oral morphine. For instance, how would rats behave if given access to intravenous heroin 
or even cocaine in a Rat Park setting? Will they avoid using the drug, like in the original Rat 
Park experiment, or will they use it self-destructively, thereby eventually prompting the doom 
of the Rat Park society? However, a variant of the Rat Park experiment involving a society of 
free-roaming rats each connected continuously to an IV drug infusion system is technically quite 
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daunting, if not unfeasible. Nonetheless, it is a timely experiment to do because it would help 
to resolve a major, albeit largely overlooked, paradox in the field.

In conclusion, a walk on the animal side of addiction research reveals how views on the 
human uniqueness of addiction have changed over the past century. Before Spragg’s foun-
dational study on morphine-addicted chimpanzees, addiction was believed to be unique to 
humans – to be mainly the result of “the human in us.” After this study, researchers came to 
believe that nonhuman animals could develop a desire for drugs so strong that it could even sur-
pass other primary needs but only after they were forced into a state of addiction by an experi-
menter. Today, what happened on August 1, 1936 between Spragg and Lyn may look like a 
parody of Carl Elliott’s portrayal of the current orthodox theory of addiction where an addict 
(played by Spragg) “must go where the addiction” (played by Lyn) “leads her, because the 
addiction holds the leash” (Elliott 2002: 48). What is obviously wrong with this parody, how-
ever, is that Lyn does not truly hold the leash; it is the experimenter who holds the leash, it is 
the experimenter that forced addiction into Lyn by passive drug administration. However, pas-
sive drug-administration experiments lead to the troubling question: how can we study addic-
tion – as found in humans – in nonhuman animals if they are not allowed to self-administer the 
drug from the outset? At first, this problem seemed to be resolved by the advance of the drug 
self-administration paradigm, but it resurfaced later under a different guise. Indeed, a major 
consequence of the drug self-administration paradigm was to turn the theory of the human 
uniqueness of addiction upside down. Nonhuman animals were now predominantly viewed 
as inherently susceptible to self-destructive drug use, even when they had the choice not to 
self-administer drugs. The experimenter now had to intervene, not to force addiction onto the 
animals, but instead to protect them from its self-destructive consequences. Addiction was no 
longer seen as the result of the “human in us” (i.e., our cortex) but instead of the “animal in us” 
(i.e., our midbrain). An addict must go where the animal within leads her, because the animal 
within holds the leash. But, then, another troubling question emerges: How can we validly 
reproduce addiction in a nonhuman animal, if it has no human within? An important way out 
of this problem has been to look outside of the animal to the choice setting, and attribute the 
vulnerability of nonhuman animals to drugs, not to their “lower nature”, but mainly to the arti-
ficiality of their experimental situations and living conditions. This is the main lesson of the Rat 
Park experiment. It is indeed possible that animals use drugs self-destructively mainly because 
they are not living an ecologically-relevant social life and thus have no major disincentives to 
use. If true, then, how and to what extent could one reliably extrapolate this self-destructive 
drug-use behavior to human addicts?
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17
POWER AND ADDICTION

Jim Orford

When we talk about “addiction”, we generally think of individual people who experience it 
or suffer from it. The focus is on individuals. When it comes to the science of addiction, the 
dominant conceptions are psychobiological and the master disciplines are psychiatry specifically 
or the psych- and neuro- sciences more generally. That overarching framework is reflected in 
our preoccupations with such things as the personal histories of addicted individuals, how they 
get into the state of addiction, how they make decisions, experience conflict, and what treat-
ments work for them. My argument in this chapter will be that the addiction-as-individual-
abnormality approach is partial, fragmented and ultimately ineffective, and that it is so because 
it does not acknowledge the importance of power and therefore leaves distortions of power in 
place. I try to offer a more social model of addiction in which power is the central concept. A 
longer version of this idea can be found in my book, Power, Powerlessness and Addiction (Orford 
2013) although here I go further by speculating about some of the consequences of taking the 
broader social view of addiction that I am advocating.

Being addicted is a disempowering experience

Although I want to move us away from an exclusive focus on the individual, let me begin 
by focusing, as most theories of addiction do, on the experience of the ‘addicted’ individual.  
I suggest that experience can be well understood as one of disempowerment, one in which 
normal individual agency is restricted, sovereignty over one’s behaviour curtailed. There is 
almost universal agreement among scientists and philosophers that addiction, whilst it does not 
totally undermine responsibility for one’s actions, nevertheless it does significantly diminish it 
(Poland and Graham 2011). How exactly it does so is the subject of a number of chapters in this 
volume and I will not therefore linger on that intriguing question. Suffice it to say here that my 
own understanding of how addiction diminishes responsibility, explained in Excessive Appetites 
(Orford [1985] 2001), rests on the idea that addiction creates a conflict between the opposing 
motives created by a strongly reinforcing but seriously damaging consumption habit. More 
recent but similar ideas have drawn on the behavioural economics principle of delay discounting 
(Levy 2006; Ainslie 2011). They also come to the conclusion that addiction sets up a conflict 
of interests, disunifying and fragmenting decision-making and choice over time. This idea that 
addiction undermines the capacity to consistently make choices that are in keeping with other 
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life plans, was expressed very clearly in the following quotation from a man who speaks of his 
loss of control over gambling:

I crossed the line from fun to addiction 5 years or so ago, I know it’s getting worse 
when I get loans to cover my losses i.e wages I’ve spent, selling my belongings, phones 
etc, increasing my overdraft limit . . . I don’t enjoy it anymore but I can’t stop, I feel 
like a prisoner of evil being forced to work for nothing and hand my money to the 
devil without any control over my actions. My social life has been affected, I don’t see 
anyone anymore, I can’t be happy around people as my thoughts are on gambling and 
my losses. I should be happy, I have a loving girlfriend and caring family, I have a job 
and have been successful.1

Like most people, his life plans would prioritise his closest relationships and his accumulation 
of assets, were it not for his addiction which is squeezing such things into a smaller part of his 
life space. He feels like a ‘prisoner’ and uses the colourful language of evil and the devil. But 
the feeling of being in the grip of something that seems to demand that one deviates from the 
normal, rational and consistent path of one’s life – sometimes in a quite circumscribed area of life 
and sometimes in a way that seems totally destructive of the personality – is common amongst 
people who are addicted. Samuel Taylor Coleridge referred to his opium habit in letters to 
friends as, ‘a Slavery more dreadful than any man who has not felt its iron fetters eating into 
his very soul, can possibly imagine’ and ‘This free-agency annihilating Poison’ (Lefebure 1977,  
pp. 51, 57). Heather (2016) helpfully reminds us that the word ‘addiction’ derives from the Latin 
addictio, which referred to the state of bondage, amounting to slavery, assigned by legal process 
to a person who was unable, through debts or in some other way, to fulfil their obligations.

So why have modern theories of addiction, including those that recognise how addiction 
erodes consistency of choice, not gone one step further and been willing to use the language of 
disempowerment? I think this is because we have been caught between a reductionist biomedi-
cal concept of addiction that has no place for social and political science terms such as power and 
disempowerment, and the scepticism of social scientists who are often dismissive of the overly 
individualistic idea of addiction. I am in no doubt that addiction exists and that the experience 
of being addicted is a deeply discomforting one that harms one’s capacity to be a fully autono-
mous self, governing one’s own behaviour. But that misses great tracts of experience and writing 
on the subject of addiction that place the experience of the disempowered addicted individual 
in a wider social context. In what follows I try to summarise some of that context under four 
headings using the uniting concepts of power and powerlessness.

Family members subordinated by the power of addiction

The individual experience of disempowerment at the hands of a dangerously addictive sub-
stance or activity is contagious and spreads out to those who are near at hand, most particu-
larly close family members. Nothing speaks so loudly about the limitations of the individual 
approach to addiction than the neglect that affected family members have experienced at the 
hands of addiction professionals and academics, and the pathologising theories about them, 
such as abnormal personality and codependency theories, which dominated for so long (Orford 
et al. 2005). It is the wives and husbands, mothers and fathers, daughters and sons, sisters and 
brothers and other family members who constitute the numerically largest group of people 
whose interests are attacked and whose ability to control their own destiny and that of their 
families is undermined by addiction. Their experiences, including their feelings of impotence 



Power and addiction

211

and frustration, have been documented in the reports of qualitative research from a number 
of countries (Orford et al. 2005; Mathews and Volberg 2012) and detailed examples can be 
found in biographies and autobiographies such as those of the wives of the poets Samuel Taylor 
Coleridge (Lefebure 1986) and Dylan Thomas (Thomas and Tremlett 1986) and the mothers 
and fathers of popular modern singers (Doherty 2006; Winehouse 2012).

Affected family members share with their addicted relatives confusion about where respon-
sibility lies and a tendency, shared with all disempowered groups, to attribute responsibility 
to themselves. Where their addicted relatives are confused by their own apparently irrational 
behaviour and experience guilt and shame about what they are doing to themselves and oth-
ers, affected family members are confused about whether blame lies with their relatives, with 
‘addiction’, with the purveyors of substances or activities to which the relatives are addicted, 
or to themselves. Social dominance theory (SDT: Sidanius and Pratto 1999), one of the most 
pertinent social psychological theories of power, is helpful here. According to SDT, one of the 
chief power hierarchy-maintaining ‘myths’ consists of beliefs that attribute responsibility for 
subordination to the disempowered themselves or to the groups or communities of which they 
are part. Just as the powerless everywhere have a tendency to put up with things whilst try-
ing to protect themselves from the worst effects of subordination, so family members affected 
by addiction often cope by putting up with it rather than standing up to it or escaping from it 
(Orford et al. 2013).

The disempowering effects of addiction ripple out even further. The dilemma of how to 
cope with addiction and the confusion about responsibility that accompanies it apply to those 
beyond the family, including friends and colleagues, and potentially therefore to us all who 
witness addiction in others. The difficulties faced by colleagues of Charles Kennedy, leader of 
the British Liberal Democrat Party, in coping with his alcohol addiction is a very good case in 
point (Hurst 2006). The feeling of loss of control or sovereignty over one’s own affairs associ-
ated with addiction can extend to a whole community. For example, Bourgois (2003) referred 
to a ‘culture of terror’ affecting parts of Harlem when he was carrying out his ethnographic 
research on the crack cocaine market there in the 1980s. A recent British example of gambling’s 
community harm has been the powerlessness felt by local authorities over the diversity of their 
high streets as a result of the clustering of ‘betting shops’ in poorer areas as a consequence of the 
introduction of a new type of high powered, fast, high stake, gambling machine (Orford 2012). 
What is common to those apparently very different examples is the way in which addiction has 
the effect of interfering with priority plans and interests, rendering people such as colleagues 
or community residents or representatives less potent in the process. Impotence is a common 
feeling in the face of addiction.

Addiction strikes where power to resist is weakest

So far I have said nothing about how addiction arises in the first place. In line with the domi-
nant individualistic approach to addiction, there has been an emphasis on the personal histories, 
personalities, attitudes and lifestyles of those who develop an addiction. But an approach that 
emphasises power shifts the focus and draws attention to the evidence that addiction flourishes 
best in circumstances where people or communities have fewer resources of knowledge, money 
or status, in other words where the power to resist is at its weakest. It can point, for example, 
to evidence of negative social gradients for alcohol-related hospitalisation and mortality rates 
(Harrison and Gardiner 1999), drug dependence rates (Swendsen et al. 2009) and rates of gam-
bling problems (Wardle et al. 2007). That is despite the fact that indices of alcohol or drug use 
or engagement in gambling often show less of a social gradient or even show an opposite effect, 
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with those of higher income or socio-economic status drinking or taking drugs more frequently 
or spending more money on gambling. This supports the idea that those with fewer resources or 
of lower status, although they may not always be the greater consumers, nevertheless consume 
dangerous products in riskier ways such as binge drinking (Tomkins et al. 2007) or using unsafe 
drug-taking methods, or consuming in riskier environments due to the illegality or stigmatised 
nature of the activity (Rhodes et al. 2005), or simply because for those with limited resources 
the activity, such as gambling, is more costly in relation to income (Orford 2011). It can also 
point to evidence that indigenous and aboriginal people, immigrant and ethnic minority groups, 
and lesbian, gay and bisexual people are more at risk, and that this heightened risk is related 
to disempowerment in the form of loss, trauma and deprivation (Ortiz-Hernández et al. 2009; 
Whitbeck et al. 2004).

An additional explanation for negative social gradients in prevalence rates is that once the 
dangers of particular products are better known and when help to change behaviour becomes 
more available, those with better access to help or with greater resources are the more likely 
to be able to take advantage. That has been most clearly demonstrated in the case of tobacco 
smoking (Chilcoat 2009) but is likely to be generally true (Cooper et al. 2016). Furthermore, 
there is evidence of a relationship between drug problems and poorer neighbourhoods going 
back to the work of Chein and colleagues (1964) in New York in the early 1960s, and the more 
recent evidence of a link between higher alcohol outlet density and area deprivation (Huckle 
et al. 2008) as well as similar findings for gambling outlet density (Marshall 2005).

Much of that work has pointed to the vulnerability of relatively disempowered individu-
als, groups or communities. But others such as Bourgois (2003), Singer (2001), and Nasir and 
Rosenthal (2009), who studied drug use in a largely Puerto Rican immigrant community in 
New York, the economically declined city of Hartford, Connecticut, and amongst gang mem-
bers in slum areas in Makassar, Indonesia, respectively, speak of ‘structural vulnerability’ and are 
highly critical of what they see as the prevailing view that drug misuse could be understood as 
a problem of individuals’ lifestyle choices. As one leading British drugs researcher has put it:

Where drugs such as heroin and crack-cocaine are concerned, the most serious con-
centrations of human difficulty are invariably found huddled together with unemploy-
ment, poverty, housing decay and other social disadvantages.

Seddon, 2006, p. 680

The trade in addictive products: the hidden faces of power

Those who are most vulnerable to addiction and those who are personally disempowered by 
it are mostly only dimly aware of the way power is being exercised within the vast networks 
involved in the chains of supply of addictive products. The legal alcohol and gambling indus-
tries are colossal, international, increasingly dominated by a small number of mega-corporations 
with headquarters in developed countries, with huge budgets that can be used to develop new 
products, engaging in a wide range of marketing activities including the sponsoring of sport, 
lobbying legislators and fighting restrictive regulations, including regulations aimed at benefit-
ting public health (Jernigan 2009; Laranjeira et al. 2007; Orford 2011; Singer 2008). They put 
enormous efforts into ‘social responsibility’ activities, including the setting up of what might 
be called ‘social aspects/public relations organisations’ (SAPROs), promoting ‘harm minimisa-
tion’, about which many are sceptical (Barraclough and Morrow 2008; Babor 2009). Scientists 
are co-opted in a variety of ways, for example by engaging them directly, offering research 
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funding or other kinds of support, encouraging them in promoting theories and research that 
support their interests and criticising those that do the opposite, and supporting the nomination 
to policy committees and boards of those most accommodating of their interests (Adams 2011; 
Babor 2009; Orford 2013).

Their power is such that they can exert it directly in those ways, mostly legally and mostly in 
a comparatively civilised way, but using bribes and threats when necessary. But, as power theo-
rists have explained, power has a number of faces and it is the more subtle forms of power that 
are the more effective because they are less transparent and can easily masquerade as something 
much more benign (Lukes 2005). The second face of power, according to the power theorists, 
involves influencing the agenda by trying to make sure that matters that are up for debate com-
ply with industry interests and those that threaten those interests are kept off the agenda. The 
most obvious example is the influence that the alcohol and gambling industries exert on the 
research agenda, either by directly funding research or by setting up organisations funded from 
industry sources to support research (Babor 2009; Orford 2011).

But it is the third face of power that is probably the most effective of all, exercised as it is 
with scarce recognition that power is involved at all. This is the establishment of an official or 
accepted discourse around the subject. If people, particularly those who control policy, can be 
influenced to think and talk about the subject in a way that supports the interests of the suppli-
ers of dangerous products, then the job is done. I have suggested that there are five discourses, 
strongly supported by the drinks and gambling industries, which together offer difficult to 
resist support for the continued expansion of the legal provision of commodities with addic-
tion potential (Orford 2011, 2013). These are the discourses that say: that these potentially 
harmful products are actually harmless forms of entertainment and leisure activity; that they 
are being commercially provided in a way that is just like any other form of legitimate busi-
ness and should not therefore be over-regulated; that this contributes positively to a country’s 
cultural and economic well-being; that people have a right to choose to use these products as 
they wish; and that consumers have a responsibility to themselves and others to consume in a 
way that is sensible and responsible. The first and last of those are perhaps the most important 
of all: the products being sold are essentially safe and harmless, rather than inherently danger-
ous, and those who experience problems, who in any case are said to be in a tiny minority, 
are not consuming ‘responsibly’, and have misused the freedom to choose which we are all 
said to have. They should be identified, re-educated and if necessary excluded, preferably 
‘self-excluded’ to use the expression much favoured in the gambling policy field (Nower and 
Blaszczynski 2006).

The global illicit drug market is equally colossal. Although the power that is exercised along 
those supply chains is often naked and frequently violent, what has impressed a number of those 
who have studied the subject is that in many respects they are not unlike the chains of supply 
of legal addictive products. Their methods are often highly professional, their ability to change 
with circumstances is impressive, and the numbers of people operating in the grey area between 
the legal and illegal, or facilitating the trade as politicians or law-enforcement officers, is large 
(Feiling 2009; Singer 2008). A notable feature of the illegal trade in substances is the power 
differentials involved, with some highly placed people becoming very rich on the proceeds of 
substances to which other people are becoming addicted, and at the other end of the scale low-
level operatives such as farmers, lab workers and ‘runners’ who are likely to be poor, vulnerable 
and exploited. The latter, like the personally addicted and their close family members, are likely 
to know relatively little about how the bigger system of which they are a very small part works 
(Chin 2009; Ruggiero and Khan 2006).
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Addiction change as liberation

One of the extraordinary things about addiction is that, despite the disempowerment that 
addiction brings and the ceaseless attempts of powerful suppliers to maintain sales, every year 
people in their hundreds of thousands manage to re-establish autonomy in a sphere in which 
they had previously forfeited dominion over their own actions.

There are numerous examples of addiction change methods and models that suggest that 
the process is very far removed from one of individual cognitive change, but is rather one in 
which power is exercised benignly and constructively by others in a way that enables the previ-
ously disempowered to re-establish self-mastery over part of their lives where it had been lost. 
Examples include: the taking of oaths and pledges (Longmate 1968); company employee assis-
tance programmes that combine ‘constructive confrontation’ with ‘supportive confrontation’ 
(Trice and Sonnenstul 1990); a recognition of the ‘pressures to change’ that family members 
and others can exert toward change (Webb et al. 2007), and programmes that encourage fam-
ily members to increase those pressures (Barber and Crisp 1995); contingency management 
methods that use financial reward to encourage behaviour change (Budney et  al. 2000); the 
benign authority exerted by family drug and alcohol courts (Harwin et al. 2011); and the subtle 
but admittedly directive motivational interviewing that uses the counsellor’s expert power and 
the power differential between counsellor and client to gradually erode a client’s resistance to 
change (Miller and Rollnick 2002).

In fact it was the power paradox inherent in Alcoholics Anonymous and other 12 Step 
mutual help organisations that first alerted me to the idea that the addiction change process 
might also be understood in power terms. A central idea is that one must admit powerlessness 
over the object of one’s addiction and be humble enough to surrender control to some ‘higher’ 
source of power (Fowler 1995). There are parallels here with general ideas of ‘conduct reorgani-
sation’ that cut across therapeutic, religious and political spheres, in which change is likened to a 
conversion process during which a person seeking change ‘surrenders’ to an individual or group 
that offers a model of change and provides a role model for the new self (Sarbin and Nucci 
1973). There are also obvious parallels here with ideas from liberation psychology, well-known 
in Latin America but less known in mainstream individualistic Western medicine and psychol-
ogy (Burton and Kagan 2005). Change, according to liberation psychology, is usually promoted 
by critical reflection about one’s current position, growing appreciation of how power relations 
have worked to one’s disadvantage, a turning away from resignation and fatalism, and con-
templation of a different future. Transformative change may benefit from help from ‘catalytic 
agents’, in the same way that addiction change may require expert help and commitment to 
some credible, structured programme of behaviour change. It is notable that one of the most 
important change processes identified in the ‘transtheoretical’ model of addictive behaviour 
change (DiClemente and Prochaska 1982) was ‘self-liberation’.

Failure to recognise power leads to selective attribution of responsibility

What are the effects of failing to recognise the importance of power and powerlessness for 
addiction and the way in which they might link fields of enquiry that are otherwise kept sepa-
rate? Those who have written about power and freedom understand, in a way that addiction 
science appears not to, that the powerless, while being exploited for others’ profit, tend to 
hold themselves accountable for their problems and are ‘responsibilised’ (Rose 1999) by the 
powerful. As the late David Smail (2005), a prominent British community psychologist, put 
it, the powers that shape our lives are mostly ‘distal’ ones, too far over our ‘power horizon’ to 
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be appreciated. Hence what the powerless need most is not some form of cognitive therapy to 
develop insight but rather increased awareness, or ‘outsight’, into how their interests have been 
hijacked and their vulnerabilities exploited.

It has been suggested, further, that treatment providers may be contributing to this failure 
to appreciate the full picture and hence may be colluding in the attributing of responsibility 
to the powerless. By uncritically accepting the dominant discourse about addiction, we focus 
our attention on a deviant minority who need our guidance in order to re-take responsibil-
ity for their lives. In the process are we entering into an alliance with governments that have 
conflicted interests? The latter include, not only an interest in the protection of citizens and the 
promotion of public health, but also interest in such things as contributing to an international 
‘war on drugs’, returning people to work, and supporting industries that trade in products that 
are dangerous for health. Do we become, in effect, part of the establishment, defenders of the 
status quo? Some commentators in the gambling field are amongst those who have seen clearly 
how the interests of the industry–government alliance are supported by the dominant focus on 
a deviant minority:

By the mid-1990s, the gambling industry had already grasped . . . that a medical diag-
nosis linked to the excessive consumption of its product by some individuals could 
serve to deflect attention away from the products’ potentially problematic role in pro-
moting that consumption, and onto the biological and psychological vulnerabilities of 
a small minority of its customers.

Schüll 2012, p. 261

Meanwhile, addiction research is fragmented, with researchers operating in disconnected silos, 
the largest and dominant group focused on identifying, studying and treating the deviant and 
powerless minority. Public health, whilst placing a greater emphasis on health promotion and 
prevention, has also been criticised for stressing individual responsibility for health, hence risk-
ing a victim-blaming stance and failing to take a critical position that understands the impor-
tance of power and social structures that support exploitation and oppression (Marks 2002). Can 
we reconcile an empowering approach to the treatment of individuals with an appreciation of 
the wider social contexts of power?

The subversive implications of a power and powerlessness  
view of addiction

What, then, might be some of the consequences of taking the broader, less fragmented view of 
addiction, centred on the concepts of power and powerlessness, which I am promoting?

First there are considerable implications for addiction research that, over a period of time, 
would start to look rather different in a number of ways. Informed by power and powerlessness 
theory, there would be more emphasis on the way in which power is employed and powerlessness 
reinforced, with more research on how those who trade in dangerous and unhealthy products 
operate. Such research would include how such industries promote their products to relatively 
powerless groups and communities, how they resist control and regulation, how they influence 
the public health agenda, and how governments and others, including researchers and charitable 
organisations, become dependent and complicit (Adams 2011; McCambridge et al. 2014). New 
or currently marginal types of research might come to the fore; for example, studies of groups 
and movements campaigning against the promotion of addictive products or campaigning for 
the prevention of addiction or improved treatment (Marshall and Marshall 1990; Wright 2009).
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But the biggest change that might be hoped for is a more fruitful integration across currently 
separate research domains. Instead of research on people’s personalities and backgrounds, family 
research, study of communities, research on legal industries, research on the illicit drug trade, 
and treatment research, all coming from disparate disciplines and traditions, we would hope to 
see research that crossed those boundaries. It would therefore not just draw attention to the fact 
that power is being exercised and that there are those who are being rendered powerless by 
addiction, but would more adequately articulate how power is exercised in a way that impinges 
on the lives of the powerless. One could imagine, for example, research that married the local 
marketing decisions of traders in addictive products with the impact of those decisions on local 
families; or study of the use of different addiction discourses among members of both relatively 
powerful and powerless groups such as policymakers and senior traders on the one hand and 
those vulnerable to addiction on the other.

We might also envisage a significant change in the way we try to help people who are having 
difficulty with addiction. One change that might be accommodated relatively easily, because 
there are some welcome signs of a small movement in that direction already (Copello et  al. 
2010; Orford et al. 2013), is an opening up of ‘treatment’ – although that word might not be 
thought the most appropriate – to those who are experiencing personal difficulties with addic-
tion as partners, parents, children, siblings and other close family members and friends. Using a 
power framework and seeing them as amongst those most disempowered by addiction should 
enable help for affected family members to be moved from the periphery nearer to centre stage.

A more subversive change to the way addiction is treated could be envisaged. Instead of see-
ing addiction problems as purely personal, requiring individual behaviour and attitude change, 
‘treatment’ – the terminology would certainly now need to change – might combine the per-
sonal and the political (Smail 2005). It might couple insight and outsight, and encourage both 
individual behaviour change and campaigning against exploitation, in a way that has always 
been antithetical to 12 Step and medical and psychological treatments alike. It has generally been 
assumed that any attempt to attribute responsibility for one’s behaviour to others or to one’s 
circumstances represents resistance to personal change. However, that assumption has never to 
my knowledge been tested, mainly because even raising the question is heretical. However, 
recognising that one is being exploited may not be inconsistent with acknowledging personal 
responsibility, as the following gambling website comment suggests:

Of course it was all of my own doing, no-one forced me to do this. But these machines 
are dangerously, dangerously addictive – if I could outlaw them I would, I think 
they’re absolute poison, but I know it’s not that simple. But morality has to step in 
somewhere here, where the bookies are concerned. They’re making their money but 
at what cost? I know these machines have brought many, many people to their knees 
and in the most desperate situations. Someone needs to be accountable for all this, 
because it’s not as simple as blaming the gambler for just being weak-willed.2

The question arises of whether the addiction power and powerlessness framework that I have 
briefly outlined, and the consequent changes to addiction research and treatment that I have 
imagined, could be accommodated within the structures that currently control addiction-relevant 
academic and professional training and practice? At the very least there would need to be a quite 
radical change in the way new recruits to addiction science and professions are taught about the 
subject. The addiction curriculum would need to change. I hope the present chapter might make 
a small contribution to that change.
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Notes
1 Gambling Watch UK website, gamblingwatchuk.org.
2 Gambling Watch UK website, gamblingwatchuk.org.
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18
SOCIOLOGY OF ADDICTION

Richard Hammersley

Inebriety’s hazards have long been recognized, evolving into ideas of addiction during the 
19th century. Before and since, periodically politicians have taken moral stances against 
things one might be addicted to: Tea and coffee; alcohol; marijuana; opiates; cocaine; vari-
ous amphetamine derivatives; tobacco products; the dark net as a source of drugs. During 
these so-called “moral panics” a drug is linked to criminality, health problems and immoral-
ity, especially amongst “vulnerable” people such as youth, or women (Carnwath and Smith 
2003). Panics are often followed by complacency about the harms intemperate use of alcohol 
or drugs can bring once the habit becomes established in the population. Drug concerns wax 
and wane over the centuries.

For example, during the popularization of cigarette smoking cigarettes were linked with moral 
degeneracy (especially for women), criminality, poisonous contamination of the product, inabil-
ity to control use, as well as health problems. There were widespread bans (Borio 2007). Then, 
in the face of popular demand for cigarettes and huge profits, there followed 40 years of com-
placency about smoking-related mortality (Proctor 2012). Currently, cannabis is moving into 
complacency, with unknown results. For it seems likely that cannabis is “addictive”, like most 
drugs, although comparatively harmless (Nutt et al. 2010). Other possible addictions have similar 
trajectories. Recent candidates include online games, social media and sugar. Diffuse this widely 
and there is a risk of addiction simply meaning a strong want, habit or liking for something – 
especially something forbidden, new or not customary.

In everyday life “addiction” can be a grand simplifying explanation for undesirable behaviors. 
Metaphorically, people refer to being “addicted” to things that they do, despite anticipated and 
real regrets; watching trashy TV for instance. Common technical usage of addiction locates it 
within the individual person, rather than it being a social problem, or an example of the social 
construction of madness. Additionally it is commonly assumed that addiction undermines both 
volition and cognition, because it is in large part caused biologically, evidenced by the fact that 
chronic uses of various drugs have measurable and durable effects on the brain. However, as 
shall be seen, this argument is probably tautologous. Even academic writing about “addiction” 
can be ambiguous about its meaning and drift from one meaning to another.

Here “addiction” will refer to the ambiguous topic and “dependence” to a technically defined 
condition or syndrome. Focus is on sociology’s contribution to addictions to drugs and alcohol, 
rather than on tobacco, gambling, or more debatable “addictions.” Defining sociology loosely 
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to encompass some anthropology, social policy, politics, history, geography, criminology and 
psychology. The economics of addiction has developed somewhat separately and is excluded.

What are “drugs?”

Drugs, including alcohol, tobacco and caffeine products, are long-traded products of enormous 
economic importance that have helped shape civilizations and the patterns of globalization. 
Which substances “count” as “drugs” – rather than benign or beneficial food products, herbs or 
spices, medicines, or harmless vices – is constantly contested and redefined by consumers, the 
relevant industries, governments, health professionals and other interested parties. Sociological 
research on drug use and drug users has usually studied drugs of contemporary concern. Because 
concerns are driven by fear of “addiction”, research is biased towards drugs of addiction, even 
when it contests the nature and meaning of addiction and dependence.

There is a need for a sociology of ordinary substance use that does not unquestioningly 
problematize it (Hammersley 2011), but beyond alcohol use the idea of normal, unproblem-
atic drug use is controversial. Such a theory would include a description of what differentiated 
acceptable, normative but unacceptable, and problematic drug use, and would have to explain 
how most people use drugs without developing problems (Hammersley 2014), as well as con-
sidering how people use drugs, as they do other consumer goods and activities, to foster and 
maintain social relationships, to define and experience pleasure, and to display social and per-
sonal identity and social status (Parker 2005).

There are double standards regarding “drugs” and commonplace substances. For example, 
“agitation” is a “symptom” of cocaine or amphetamine use, but tolerated for caffeine products. 
The purported harms and benefits of drugs are not due solely to the objective action of the 
chemicals ingested, but also depend on the mind-set of the user and the social and physical setting 
of use (Zinberg 1984).

Brain disease model of addiction

It has long been proposed that addiction is a disease of some kind, although whether it is an 
identifiable organic disease entity, a “syndrome” or merely a mental health problem worthy 
of professional help has always been contentious. The “Brain Disease Model of Addiction” 
(Volkow et al. 2016) is the most recent model. The BDMA proposes that addiction problems 
are due solely to the short- and long-term effects of drugs on the brain and nervous system. 
Thus, psychological, sociological, political and cultural factors are not relevant. It may seem 
odd to include a reductionist model in a chapter on sociology, but BDMA matters because it is 
highly influential, originating in the USA National Institute on Drug Abuse. Also because, just 
as atheism requires faith in the belief there is definitely no God, so BDMA requires the radical 
sociology theory that people’s thinking, everyday lives, and societies have no impact on addic-
tion. Moreover, BDMA utilizes flawed reasoning: (1) Drugs affect brain systems in understood 
and durable ways (true). Therefore they are sufficient causes of addiction (false). For instance, 
few people given morphine as part of medical or surgical procedures, even over the long term, 
become dependent. (2) Considering addiction to be a disease is humane because it allows prob-
lems to be treated under medical insurance and is better than criminalizing addiction (true). 
Therefore BDMA is the only scientific alternative to viewing drug dependence as a moral and 
criminal problem (false). For instance, many conditions that are unarguably diseases, includ-
ing diabetes and cardiovascular disease, are caused primarily by social and psychological factors 
and are highly amenable to social and psychological interventions, even once the disease state 
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is reached. Another difficulty with BDMA is that, unless one counts substituting one addictive 
drug for another as a treatment, so far biomedical interventions against addiction have not suc-
ceeded, whereas psychological and social ones have (Hammersley 2014). As discussed below, 
more commonly drugs are theorized as deviance or as a healthcare problem.

The myth of addiction

There are unexpectedly convincing arguments that drug addiction is largely a myth (Davies 
1997; Peele 1990; Szasz 1974), based on stigmatizing some drugs and types of user as inher-
ently problematic, then seeking confirmatory evidence whilst ignoring similar behaviors and 
problems with other drugs, and other types of user. Yet, for instance, heroin is not intrinsically 
more harmful than alcohol.

Davies (1997) has shown that addiction is subject to attribution errors including the “fun-
damental attribution error,” which is to attribute people’s undesirable substance use to their 
stable, internal characteristics, as opposed to temporary, external causes, whereas desirable char-
acteristics are attributed to the person’s stable, internal characteristics. Also “self-serving bias,” 
which is to attribute your own temperance to your stable, internal characteristics but your bouts 
of intoxication to external forces, but to do the opposite for other people. The myth diverts 
attention away from the serious social and economic problems underpinning addictions, which 
are challenging and unpopular to address. It can be politically expedient to attribute blame for 
crime, ill health and immorality to a toxic combination of the defective addict and the uncon-
trollable drug.

Opprobrium regarding addiction is systematically biased depending upon the social status of 
the user, and the acceptability of the drug being used in the way that it is used. For example, 
al fresco drinkers are judged and policed differently depending on whether they are dressed 
like students or unemployed working class youth (Galloway et al. 2007). Moreover, users with 
more social capital can manage heavy and unacceptable drug and alcohol habits more success-
fully. Management techniques include being able to be unobtrusive and even elide “addiction” 
entirely (Shewan and Dalgarno 2005), and being able to manage public disclosures of addictive 
drug use. One method is to confess to an addiction, attend some form of treatment, then to 
be in recovery. This can be easier than debating the niceties of recreational hard drug use, or 
persistent drunk driving, with your family, workplace, or the press.

The addiction legend is durable because it serves multiple functions in society (Hammersley 
and Reid 2002) including providing a clear answer to drug problems, and other social problems 
such as crime, abuse, homelessness and poverty. Indeed BDMA and other disease models can be 
politically expedient because they place the blame for the problems of some of the most socially 
disadvantaged on addiction, absolving users of responsibility for their actions, but also denying 
them agency for their recovery. “Lumpen abuse” (Bourgois and Schonberg 2009) is the unin-
tended result and, arguably, crime, abuse, homelessness and poverty cause addiction more than 
the other way around. The legend is also socially and economically useful to a wide range of 
social groups including the media, politicians, the anti-drugs industry, biomedical and pharma-
ceutical industries, the illicit drugs industry, law enforcement, religion (as a means of reconciling 
evil behavior, free will and a beneficent God), and drug users and ex-users.

Some truth in the legend?

The norm in addiction research is probably to accept the biases discussed above but assume that 
when people use some drugs heavily dependence is largely determined by biological processes: 
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Anyone who smokes tobacco heavily on a daily basis, or injects heroin several times a day, is 
liable to become physiologically dependent. There are complex social and psychological issues 
determining the life course of an addiction. Many people recognize signs of dependence and 
moderate their use to prevent it (Granfield and Cloud 1999). How we collectively think about 
“addiction” is biased towards people who struggle to manage dependence, because addiction 
research is usually created by professionals with intimate knowledge of such clients, who may 
be atypical of drug users, or even of people who would fit criteria for drug dependence, if they 
were assessed. Additionally, dependence on some drugs is taken far less seriously than on others. 
There are also complex issues surrounding how, and by whom, substance use disorders are 
defined for medical insurance, diagnosis, and obtaining benefit (Sobell and Sobell 2006). To 
illustrate these points, consider for example the concept of responsible drinking and the manu-
facture of a recent opiate epidemic in the American Midwest.

The alcohol industry is motivated primarily by profit. Maximizing sales does not harmo-
nize with health advice. For example, across Europe excluding teetotalers the mean weekly 
intake of alcohol is just above current UK recommended “safe” limits (Anderson and Baumberg 
2006), suggesting that high levels of drinking are normal. The concept of responsible drinking 
is strongly promoted by the alcohol industry, which much prefers to locate alcohol problems as 
belonging to an unfortunate minority of alcoholics. Yet even their own statistics show that 3/10 
drinkers drink above recommended safe limits (www.portmangroup.org.uk/research, accessed 
19/04/2016). The industry opposes measures to reduce population-level drinking such as mini-
mum pricing of alcohol and reductions in the legal blood alcohol limit for driving. It also lobbies 
strongly to prevent regulation and subverts existing controls over alcohol marketing when it 
can (Savell et al. 2016). For example, alcohol logos are prominent at music and sporting events. 
It is plausible, but impossible to prove, that this appeals to under-18s or suggests that alcohol 
enhances music or sport. In short, largely mythical “responsible” drinkers are freely drenched 
with alcohol marketing on the pretext that this does not promote heavy drinking or encourage 
young people to drink.

The USA has experienced a new opiate epidemic, particularly in the Midwest (Bourgois 
2000). This was formed by the endemic overprescribing of various prescription opioids for pain, 
which were cynically marketed by their manufacturers to healthcare professionals as being safe 
and non-addictive, and hence not requiring rigorous monitoring and control. This sometimes 
involved quite blatant inducements to prescribe the product. Mass use led to many people 
becoming dependent, and to much leakage on to the black market. When prescribing was 
tightened up then many users switched to heroin, which is easier to obtain illegally (Volkow 
2014). The new epidemic was created on the basis of a disingenuous separation between addic-
tive street opiates and supposedly safe prescription painkillers, although the different drugs are 
functionally equivalent for users.

The impact of sociology

Over the past 60 years or so, sociology has made a major but largely behind the scenes contri-
bution to addiction research, often fronted by sympathetic clinicians. Seemingly pathological 
addictive behaviors are often caused by a complex of psychological, economic, political, social 
and cultural factors, as well as the drug itself. Therefore, rather than being non-volitional, 
addictive behaviors can be changed by changing the conditions of use. Major examples (see 
Hammersley 2014) include the uptake of safer injecting practices and consequent control of 
HIV infection, and the ability of addicts to plan and manage their own recovery rather than 
being the passive recipients of set treatment programs. Also, the ability of some alcoholics to 
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resume controlled drinking, and the existence of heroin users who consume in a controlled 
manner and reduce the problems they experience. Not forgetting the sometimes suppressed 
finding that most cocaine users quit without assistance, often because they realize that they are 
spending too much money.

Also, cognitive behavioral therapies, especially third-wave CBT, have the core theoreti-
cal assumption that how the person thinks about themselves and their problems, and manages 
their behavior and environment, affects their wellbeing and ability to function. It is not clear 
how the effectiveness of CBT can be reconciled with BDMA. Indeed the British Psychological 
Society Division of Clinical Psychology has questioned the appropriateness of a model of men-
tal health problems that considers them to be disease-like conditions predominantly caused by 
biology (Division of Clinical Psychology 2013). Various sociological theories are important to 
the understanding of addiction.

Structural theories

Risk

There is a substantial body of sociological and psychological theory on how people con-
struct, perceive and manage risk, mostly not considering addiction (e.g., Beck 1992; Slovic 
2013; Douglas 2013). Space precludes detailed review but the following points are important.  
(1) Definitions of the risks that are worth managing vary from place to place and are con-
tested. (2) The information needed to calculate what the risks of harm really are is difficult or 
impossible to obtain and incomplete, so people have to guess. (3) People take more risks with 
purportedly “safer” things (see the Midwest opiate epidemic above). (4) Developed societies 
are increasingly centralising risk, security and safety, and moving away from a “modernist” 
view that innovation, novelty and technology are good, towards fearfulness. Another point 
(5) is that when risks are presented they are almost always presented as frightening and accu-
rate facts that require urgent action, with little or no mention of points 1–4 (Bauman 2013). 
Addiction is rife with problems presented in this manner. Recent examples include binge 
drinking, mephedrone, synthetic cannabinoids, Necknomination and Buckfast Tonic Wine. 
Risk perception can be manipulated for political, economic or personal ends.

Despite the rise of terrorism fears, drugs remain highly newsworthy and typically presented 
as an enormous problem (Manning 2013). Public health continues to try and inform people of 
the risks of drugs and encourage appropriate action. However, the objective risks of different 
behaviors are distorted and exaggerated, especially for the drugs considered most dangerous 
including heroin, cocaine and methamphetamine. Consequently, public health practitioners 
struggle against the attitude that anything but the most exaggerated and bleak view of the risks 
of drugs is tantamount to encouraging use.

Lumpen abuse

This sets the scene for using purported risks to perpetuate existing power structures, although 
addicts are not necessarily disadvantaged on purpose. Bourgois and Schonberg (2009) theorize 
that many of the problems of homeless heroin and crack users are due to their being institu-
tionally victimized at the absolute margins of American society. Their ethnography documents 
that the righteous dopefiend lifestyle is about coping, and has an understandable and sensible 
social order, which is part of the American way, and that dopefiends often have life histories 
including very serious abuse and trauma. This research documents inadvertent cruelty towards 
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the research participants by supposedly caring agencies (Bourgois and Schonberg 2009) that 
would constitute scandal were they another vulnerable group, such as the elderly. The cruelty 
is rationalized as being required because of the difficulty of drug injectors as clients and the 
need to enforce rules. The USA has been particularly brutal towards drug injectors, but milder 
difficulties occur in countries such as the UK with far more liberal practices (Hammersley and 
Dalgarno 2012; McKeganey 2010).

There are very large medical, social care and criminal justice enterprises with vested interests 
in treating addicts rather than solving complex social problems. Vested interests also include 
several huge industries that have been documented manipulating the relevant policy, legal and 
research agendas in their favor (see above). The illegal drugs industry also benefits massively 
from its products being illegal, unregulated and untaxed, and has the funds to penetrate and 
corrupt local and national government and justice (Castells 2000).

Simultaneously, alcohol related problems are trivialized, again to the detriment of the people 
suffering the problems. For example, alcohol related mortality is on the rise in the UK whilst 
other mortality falls (Weissenborn and Nutt 2012), and alcohol is related to vast numbers of 
accident and emergency admissions, yet it is only recently that there have been policies and 
practices considering excessive alcohol use as a factor in disorder, accidents and other health 
problems.

Deviant subculture theory

Further articulating social structure, this theorizes drug use as the product of a deviant sub-
culture where activities such as drug use and supply serve normal social, cultural, economic 
and personal functions (Agar 1973; Bourgois 1995; Johnson et  al. 1985), including power, 
signifying social status, earning a living, and meaningful occupation, often in conditions limit-
ing access to conventional sources of these functions. This contrasts with theories of drug use 
as disease-like, compulsive, addiction and is an approach extending back to the 1950s (Becker 
1953; Whyte 1955). Deviant subculture theory is informative about drug use, notably mari-
juana use, which involves specific dialect and artifacts (Golub et al. 2005) and is also informa-
tive about street level drug dealing, but it may be less helpful as an account of problematic 
drug use. Indeed, the ethnographic research underpinning the theory does not strongly dif-
ferentiate “drug use” and “problematic use”. Yet entirely functional accounts are limited in 
their capacity to explain why some people choose drugs widely perceived to be much more 
dangerous, or engage in drug supply, or why some people develop serious problems related to 
use whereas others do not. Probably, addiction is not a wholly functional lifestyle choice but 
rather an attempt to cope with very difficult life challenges (Bourgois and Schonberg 2009; 
Hammersley et al. 2016).

Deviant subculture theory was developed primarily during ethnographic research on social 
groups whose identity is self-defined in large part by their drug use. The world still contains 
such deviant groups, but increasingly many young people mix and match different substances on 
different occasions, with different friends, without strongly self-identifying as users of a specific 
drug (Aldridge et al. 2011). We do not know enough about this sort of drug use by non-deviant 
people, as opposed to habitual or addictive use by addicts.

Social identity

How and why do addiction or drug use become important parts of a person’s identity? Deviant 
subculture theory focuses on conditions where people self-identify as being part of a social 
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network of drug users or addictions and such conditions certainly exist sometimes, often when 
drugs are introduced to a friendship and kinship network (Golub et al. 2005). At the extreme the 
idea of temperance or abstinence can be perceived as absurd by the network and quit attempts 
treated with “derision” (Harris et al. 2005).

However, social identity is also formed by the perceptions of others, complicated because 
drug use can be a form of hidden or concealable stigma (Goffman 1990). Illicit drug use and 
alcoholism are subject to quite extreme stigmatization, including a focus on the most extreme 
cases involving death, disfigurement, criminality and social exclusion, and media fascination 
with the more gruesomely photogenic aspects of drug use and extreme drinking (Huggins 
2010). For drug users – who are the majority of society if we include alcohol – the minimiza-
tion of drug stigma is central to maintaining a functional social identity. Common mechanisms 
include attributing visibly inappropriate drug use to one-off situationally caused lapses (Davies 
1997), defining other styles of drug use as worse (Rodner 2005), and simply concealing use 
(Shewan and Dalgarno 2005).

Identity, suffering and embodiment

Consequently, most drug users will present themselves differently in different social settings 
for socially functional reasons. To fellow users they may present themselves as taking drugs on 
purpose because they enjoy them, while to healthcare professionals they may present them-
selves as more addicted (Davies 1997). There are complex social and cultural mechanisms that 
make it difficult for people to receive appropriate help without presenting themselves as suf-
fering (Fassin 2002). For example, drug injectors should be vaccinated against hepatitis C, but 
it may be difficult to ask for this without full engagement with whatever addiction services are 
on offer whether or not they wish or require these. Socially marginalized people may often be 
placed in a position where to receive help they need to display their suffering, yet they may 
have to conform to an ideology of addiction if they reveal their problem (Sobell and Sobell 
2006), and then struggle to be “normal” (Nettleton et al. 2013). Similar problems apply for 
“people who use drugs” but who do not wish “drug user” to become part of their identity 
(Hammersley et al. 2001).

Drugs affect the body and the condition of the body signifies the social meaning of drug use 
(Weinberg 2002). The embodied drug injector tends to be represented as extreme and devi-
ant, especially in the media, but also in the medical literature and by users themselves (Huggins 
2006). Drug injecting comes to typify the embodiment of drug use, partly because it is pho-
togenic, although it is relatively rare. Little is known about the embodiment of other forms of 
drug use. For example, the practice of smoking marijuana before going on shift in tedious jobs 
is widely known but barely studied (Dreher 1983).

Conclusions

Sociological understandings have made an important but under-appreciated contribution to 
research on and interventions for addiction. They have contributed to an understanding of the 
issues that is more nuanced than the idea of addiction as a disease, and have facilitated success-
ful interventions that rely upon the rational volition of addicts, connecting theoretically with 
cognitive behavioral interventions. Addiction continues to be constructed mainly as a problem 
of the deviant other and there is a need for further sociological research on the nature of normal 
substance use, whatever that is.
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THE FUZZY BOUNDARIES OF 

ILLEGAL DRUG MARKETS  
AND WHY THEY MATTER

Lee D. Hoffer

Introduction

In this chapter I reflect on my ethnographic research1 on local heroin markets and argue that the 
convention of separating (and isolating) the operation of illegal drug markets from drug addic-
tion and the lifestyles of people addicted is unrealistic.2 Further, I examine what changing this 
perspective might mean.

In the field of drug addiction, illegal drug markets receive far less attention than other related 
topics, and in some ways this makes sense. An illegal drug economy is much greater than the local 
community of people who repeatedly buy, use, and are addicted to a substance. Recognizing 
this, US drug policy is divided into supply and demand reduction approaches, the former being 
concerned with stopping the trafficking of illegal drugs (i.e., drug sales, transportation, and distri-
bution) and the latter everything else (i.e., drug use interventions, prevention, and treatment). As 
local illegal drug markets are the mechanism through which drugs are supplied to users, it makes 
sense that this topic is central to supply reduction efforts. Yet, people who use and become 
addicted to an illegal drug cannot escape participating in the market in which the drug they use is 
sold.3 For instance, people with heroin dependence disorders often buy (or acquire) heroin daily. 
This makes the illegal drug market a feature of addiction and, more importantly, the relation-
ships fostered though acquiring drugs critical for understanding this chronic condition.

But another important reason why local illegal drug market research is not prominent in 
studies of addiction is that we often simplify basic operational features of illegal drug markets, 
obscuring local interactions and dynamics.4 Transposing mainstream neo-classical economic 
notions of supply, demand, and price provides a straightforward way to understand local heroin 
markets. But we also know the economy of an illegal drug is hierarchical with cartels connecting 
to users via worldwide supply chains. At the retail level, through a priori reasoning, we know 
heroin users are connected to drug dealers. And if a dealer gets arrested, i.e., removed from the 
market, buyers must reconnect to access the drug. Finally, we recognize people sell and buy 
illegal drugs in both open-air markets/settings, as well as in private venues. Some also buy drugs 
over the internet.

In illegal drug markets, one feature is common: drug users often share information with 
and get assistance from their peers when buying or acquiring drugs. Thus, little of what occurs 
in heroin markets can be characterized as an anonymous transaction between strangers.5  
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I emphasize how, under close inspection, the inherently cooperative element of illegal drug 
markets undermines our conventional notion of them as traditional markets. Specifically, when 
heroin users repeatedly help their peers buy heroin (a common behavior I call “brokering,” 
or what heroin users commonly referred to as “copping drug for others”). This act dissolves 
boundaries imagined to separate the illegal drug market from the everyday relationships people 
addicted to heroin have with their peers.

Instead of thinking of such behaviors as favors, assistance, survival, or an instrumental eco-
nomic strategy, I suggest these acts are muddled. Cooperation here, which is part gift, part 
favor and part commodity exchange, supplies local markets with unique capabilities. Trading in 
this resource also occurs outside of any familiar drug market context, i.e., when people are not 
actually selling drugs. As a result, it becomes subsumed by the social connections people who 
are addicted have with their peers. Reminiscent of the notion of markets embedded in cultural 
systems (Polanyi 1944), but operating in reverse, here the economics of the illegal drug market 
become conflated with and eventually indistinguishable from the central processes through 
which heroin addicts form relationships with other addicts. In other words, in the process of 
addiction practical distinctions between the heroin lifestyle and the heroin market disappear. 
This boundary-blurring effect has important consequences for how local illegal drug markets 
operate, as well as the behavior of its primary participants, i.e., people addicted to heroin.

A buyers’ perspective on heroin markets

Research on the importance of illegal drug markets has long emphasized drug dealing, drug deal-
ers, and/or drug dealing organizations. As a capitalistic enterprise, selling drugs is what typifies 
drug markets. It follows then that drug sellers should be the focus of analysis. For ethnographic 
researchers, how sellers manage relationships, the social context of sales, and seller–buyer inter-
actions characterize ways to understand these markets (Page and Singer 2010). Although I have 
conducted extensive fieldwork with heroin dealers (Hoffer 2006) and do not deny that dealers 
or dealing behavior is important, here I emphasize the other end of this trade: what contribu-
tions buyers, i.e., heroin users, make to these markets.

Overlooking the buyer in how heroin markets operate is easy. It is assumed dealers control, 
either directly or indirectly, much of a buyer’s ability to purchase heroin, and in this way buyers 
have diminished agency. Economically, dealers set drug price and this is central. As a result, it 
might be suggested buyers do not belong in discussions of heroin markets.6 Yet to exclude buyers 
implies a heroin addict’s only market contribution is buying; this refocuses attention on selling 
(i.e., the importance of dealers) and reinforces the convention. In a break from this circular rea-
soning, I argue most heroin users, but especially those who are addicted to the drug, have a much 
greater role in how local heroin markets function than previously considered. In fact, the success of 
a local heroin market is equally (if not more) predicated on how people addicted to heroin partici-
pate in it than dealers selling drugs. Specifically, buyers offer local heroin markets an unassuming 
yet extremely robust resolution for two fundamental challenges all drug markets face: 1) provid-
ing users (i.e., themselves and their peers) with continuous access to the drug and 2) making initial 
market connections easy (and nearly risk free) for market newcomers or those seeking new dealers.

Questions, perspectives and caveats

The current US heroin epidemic has underscored the importance of understanding drug 
dependence as a complex and chronic disease. It also highlights familiar questions about local 
heroin markets, namely: How do new heroin users initially access their local heroin market? 
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How do people find heroin? With local dealers and sellers constantly being arrested, how are 
users able to maintain consistent access? And, finally, why are people addicted to heroin able to 
acquire the drug so easily?

It is beyond the scope of this chapter to consider all the complexity in answering these ques-
tions. In order to restrict discussion, I focus on a neophyte who has: 1) already used heroin,  
2) is motivated to use again and 3) has means to purchase the drug. I will also assume this person 
is initially cautious and afraid to simply walk into what they may think is an open-air drug mar-
ket and solicit a stranger to buy drugs. These assumptions focus attention on the role of buyers in 
heroin market operations. Nonetheless, the initial pathways people find to local heroin markets 
are extremely diverse. Some new heroin users go directly to the street to purchase heroin. Even 
in well-established open-air sales venues, however, this approach is dangerous, ill-advised, nor 
guaranteed to work. Other people acquire drugs by trading goods or service (e.g., trading sex 
for drugs). Other new users may get drugs for free or buy them over the internet. Yet despite 
this variation, the majority of heroin users pay cash for their drugs and do so in person, meaning 
they interact with someone.

Having money to buy heroin is another purposeful assumption. Obviously, some people 
who use or are addicted to heroin are poor and do not have resources to buy the drug; others 
are made poor from buying it. There is a long social science tradition that expertly describes 
the political economy of heroin, weaving drug use, addiction, poverty, and race into a com-
plex tapestry useful for understanding illegal drug sales (Singer 2007). In this chapter, I do not 
duplicate this work. Instead, I emphasize something different; despite the challenges of poverty, 
most people who use illegal drugs have the means (i.e., money) to buy them. A fact as true for 
heroin as with any illegal drug.

Market access

Assuming the motive(s) and money are in place, how does a neophyte heroin user access their 
local heroin market? Here repeatedly buying heroin is of interest, as repeatedly using it fore-
shadows dependence. Right away, however, there are problems. How does one identify or 
locate a genuine heroin seller? How does one discretely communicate interest in buying heroin? 
How does a buyer avoid arrest or how does one know a seller is not the police? How does one 
trust a seller will not rob or otherwise harm them? How does one avoid being ripped-off? What 
is the true market price of heroin, anyway? Maybe most importantly, how does a person new to 
buying know they are buying heroin and not Fentanyl or another substance that will kill them?

These questions scaffold an important but overlooked distinction: accessing the market and 
purchasing heroin are distinct activities. Because heroin is expensive,7 it is easy to assume money 
and access are the same thing. But it is misleading to assume money is the only relevant resource 
needed to make the transaction possible. None of the barriers that our potential buyer must 
contend with is resolved with money. Money does not guarantee, for a person buying “heroin,” 
that they are actually buying heroin; or that they are not buying from the police; or that they are 
not getting ripped-off, etc. The plight of our neophyte underscores that gaining access to a dealer 
and buying drugs from a dealer are often distinct activities.8 Money is required but so is market 
access. Such access is also relevant to non-neophytes. Experienced heroin addicts enviably, and 
often repeatedly, experience access issues when their dealer gets arrested, cannot be located, 
decides not to sell, or does not have product. Selling heroin is risky, and for people who are 
drug dependent access is a concern that never goes away.

Heroin users, and those who are dependent, greatly diminish these risks by leveraging 
peer support. This support lies at the intersection of how the heroin market intrudes into the 
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everyday life of a heroin addict. Despite the formidable barriers that I note confront new heroin 
users, for most neophytes these barriers are non-existent. Simply stated, people who start using 
heroin are typically doing this with another user or users. People who initiate heroin use are almost 
always introduced to the drug by another heroin user, i.e., a family member, friend or other 
acquaintance. This means a new heroin user can easily circumvent the majority of barriers asso-
ciated with connecting to the market by appropriating a connection to it through a peer. Peers 
often purchase heroin for new users. Various theories on drug addiction recognize that in the 
process of becoming addicted, new users are socialized by their more experienced drug-using 
peers (Becker 1963). This mentoring includes connecting to the market. At some later point, 
our new user may develop their own direct and personal connections to a dealer, but initial 
connections are seldom autonomous.

Here the people one is initially using heroin with are the same people supplying the drug. As 
this person (or people) supplying the drug is not actually a drug dealer but a peer, from the very 
beginning of a heroin user’s career non-market and market relations comingle. As a result, from 
a heroin user’s perspective there is no practical separation between what is and is not the market. 
Or that all social relations, within their new heroin life, are also relations potentially relevant to 
acquire the drug. But even if early lessons on this matter are difficult for new users to internalize, 
they are frequently reinforced as a person progresses from use to dependence.

Continuous access

A curious feature of most local heroin markets is that, despite the unstable nature of drug deal-
ing, this instability does not translate into diminished drug access for buyers. In two decades 
of nearly continuous fieldwork with non-in-treatment urban heroin users, I have experienced 
only a handful of instances in which heroin users self-report the drug being scarce or difficult to 
locate9 and these instances typically involved extenuating circumstances, i.e., when a user was 
new to the city or just leaving a very long prison stay. Here we might add, although the objec-
tive of heroin sellers is to make their product available to buyers, directly advertising, marketing, 
and selling heroin is problematic. Successful long-term dealers do not sit on the street corner 
selling heroin; they operate in private settings with select clienteles.

The challenge for heroin dealers realizing their motives to make money can be imagined 
then in the following terms: how can they only allow genuine buyers across the buyer–seller 
divide? As they are restricted by the illegal nature of their occupation, in what ways can they 
facilitate bringing buyers to them? Here one solution is that a dealer can hire, train, and pay 
agents to sell on their behalf, but this is expensive (Levitt and Venkatesh 2000), managerially 
challenging (Hoffer 2006), and not guaranteed to work. But in a majority of cases such efforts 
are entirely unnecessary, and much more trouble than they are worth. Like solutions offered in 
making initial market connections, the illegal drug market has devised an ingenious solution: it 
outsources both its seller location and deal-making services to the most highly motivated par-
ticipants of its community: those addicted to the drug.

A very common but overlooked type of transaction operating in all heroin markets is bro-
kered drug sales. A brokered sale is simply when a heroin user bridges a buyer–seller divide in 
order to purchase heroin for another heroin user (a buyer). A broker is a customer who acts as a 
“go-between,” or intermediary, and when a heroin user brokers they take another heroin user’s 
money to a seller and make a purchase for them. The broker then returns to the buyer with the 
heroin purchased and for this effort is typically rewarded by receiving some of the heroin pur-
chased.10 In this way, brokering offers an opportunity for someone addicted to heroin to use the 
drug without spending any money! Although having cash may be considered a sufficient condition 
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to acquire heroin in this instance it is neither sufficient nor necessary. Having access to a heroin 
seller is a necessary condition to acquire the drug, but what many heroin users have figured out 
is that while access is necessary it can also be sufficient to acquire the drug. The proof of this is 
brokering. Money is not required to broker because the broker is using someone else’s money, 
but access to a seller is necessary. Brokering therefore commodifies a necessary condition of a sale 
and trades it for a sufficient condition to acquire the drug. This makes brokering a very com-
mon form of exchange in heroin markets and data our research team are currently preparing for 
publication indicates this. Among a sample of 201 active heroin users recruited from our local 
syringe exchange program, 90% self-reported buying drug for someone else in their lifetime, 
and 83% reported doing this in the last 30 days.

Brokering offers a built-in and highly sustainable market mechanism for consistently bring-
ing new (or experienced) people across the buyer–seller divide in local heroin markets. More 
importantly, it is a mechanism that facilitates dealers making sales but which is operated entirely 
by the people who have most to potentially gain from this action: people addicted to the drug. 
So, reflecting on the competitive challenges dealers face, most dealers do not need to employ 
people to find buyers, or sell drugs, because their customers are highly motivated to provide 
both of these services to their peers. It should be noted that a broker is not working for a dealer 
but rather they are working for themselves and the buyer.

Relations between dealers and brokers are symbiotic. Dealers only realize profits and stay in 
business because they sell product. For this reason, dealers who I have interviewed sometimes 
support brokering because it brings them customers. However, brokers can also be very prob-
lematic for dealers because they alter the “deal” being made, in effect making what is sold more 
expensive to buyers. Brokers can also diminish a dealer’s reputation by telling buyers, sometimes 
falsely, that the bad deal a buyer gets was precisely the deal that was offered by the dealer. Often 
a dealer does not know the drugs they are selling to a customer are actually going to some other 
buyer. Brokers typically do not advertise this. But brokering is more consequential than what 
is actually happening in these relationships, all of which are subject to change. Instead the point 
here is that dealers do not control brokering, customers do. And this process, which ultimately 
a dealer’s business and the market relies upon, is underwritten by the broker’s addiction.

There is nothing particularly innovative about brokering and it has been recognized in the 
literature, in various forms and names, since social scientists have researched the behaviors of 
people addicted to drugs (Preble and Casey 1969). Brokering is a solution for markets of any 
illegal good or service.11 For heroin, this occurs across all manner of relationships that users par-
ticipate in. Friends may broker for friends, they may also broker for family, associates, or even 
strangers. It is also notable that individual characteristics such as race, sex, or socioeconomic 
status do not obstruct brokering. Here buying and brokering are interchangeable. A heroin user 
who brokers for a buyer one day may be seeking a broker to buy for them the next. Unlike 
drug dealers, brokers are not different from or superior to buyers; the act garners little status 
among heroin users.

Despite being extremely common, including brokering in discussions of how local illegal 
drug markets operate has been largely ignored. Although reasons for this are unclear, it does 
underscore that, much like some theories of addiction, copping drugs for others (i.e., brokering) 
is often viewed as only relevant to an individual, i.e., a strategy an individual addict employs to 
offset the cost of their addiction. Framed as something only needy (i.e., poor) heroin users do 
in desperation or without any other means to acquire the drug (Goldstein 1981), brokering has 
been considered no more significant than any number of petty hustles users employ for this pur-
pose, i.e., shoplifting, panhandling, theft, etc. But brokering also suffers another major problem 
for theorizing: it does not fit into our conventional notion of illegal drug markets.



Lee D. Hoffer

234

Including brokering

A local drug market is where buying and selling takes place. Heroin addicts facilitating purchases 
for other heroin addicts is clearly out of place in this context. So why include it? Simply stated, 
brokering can correct views about local illegal drug markets in several significant ways.

First, to include brokering we can fully appreciate why these markets are so perdurable. Just 
like the concept of “small world networks” (Watts and Strogatz 1998) that facilitates efficien-
cies in connecting with people though leveraging social network connections, brokering brings 
considerable efficiency to drug distribution. Brokering allows heroin users to extract resources 
from their social relations by converting heroin “search costs” into a commodity that they can 
exchange to acquire heroin. Any user who has a connection to a dealer can serve the market in 
precisely the same capacity as a dealer.12 In this way, brokering diffuses drug access and mini-
mizes the impact of removing any individual dealer from the market. To this economic system 
one drug dealer becomes inconsequential, which is a hard lesson we have learned in the 80-year 
war on drugs. It also gives the local market unprecedented flexibility to adapt, seamlessly coun-
teracting mass incarceration tactics. But it also allows the market to easily reproduce, relocating 
within any and all settings heroin users inhabit.

This form of exchange contrasts with the traditional view of local illegal drug markets. The 
convention is that one can separate, isolate, and divorce the “market” from the everyday social 
relationships heroin addicts have with their peers. The market is external, i.e., buyers must “go 
to” the market to purchase heroin. This conceptualization also provides a geography for this 
space, i.e., a place buyers and police can locate. Dealers and where they sell the drug have histori-
cally defined heroin markets. Also, as with any commodity, the conventional belief promoted 
originally by Adam Smith is that the invisible hand coordinates the local heroin market via 
supply, demand, and price. But it remains unknown how this can take place when buyers and 
sellers cannot legitimately meet.

Although a broker may act much like a dealer, they are not a dealer. Instead of thinking of 
brokers as dealers, they are more aptly market coordinators or “invisible hand facilitators.” A 
broker is not contributing any money or heroin to the market, they make no financial invest-
ment. But brokers facilitate transactions and the flow of both market information and goods 
to and from dealers. Confusing the conventional economic logic associated with price, brokers 
can “set” the price of heroin, yet dealers still sell heroin for the “retail price” whether or not 
the person buying is a broker. One way brokers profit from brokering is by charging the buyer 
more than what they can purchase heroin for. In our recent survey, 39% of heroin users who 
reported brokering self-reported inflating the price to buyers “often or almost always.” Brokers 
may also take some drug out of the package before delivering it back to the buyer. Once again, 
22% of heroin users who reported brokering self-reported in our survey doing this “often or 
almost always.” This activity, known as “pinching,” also raises the price of heroin, effectively 
resetting the “deal.” In short, brokers extract payments from heroin buyers to help coordinate 
local supply, demand, and price issues. The irony is that brokers are also heroin buyers, which 
means such payment acts as a self-imposed tax used to finance the services of the market’s most 
relevant participants, i.e., people addicted to heroin. But where this new version of the local 
heroin market resides, or is located, further complicates matters.

A broker may purchase heroin from a dealer on the street, in a home, or in some other set-
ting, but actual transfers between broker and buyer occur elsewhere. This separation is critical as 
the broker protects the location of and subsequently access to the dealer. As a set of transportable 
interactions, brokering calls into question where the local heroin market operates and whether 
geography is still relevant. Heroin users cop for their peers in all market environments, including 
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“open-air” markets. This means a “dealer” selling heroin on the street may be a dealer, but they 
may just as likely be a broker. In short, brokering complicates the target of supply reduction 
policy: the heroin seller. Although these distinctions may only seem semantic, they highlight a 
point de-emphasized by our current understanding: to acquire drugs, relations between custom-
ers (i.e., users) are just as consequential as relations between customers and dealers.

Finally, brokering gives us unique insight on the psychosocial dynamics associated with 
being heroin dependent. Compared with direct drug selling, brokering occurs between peers. 
In this way, it often is ensconced within a much broader set of social relations (i.e., friendship, 
family, etc.) that are important to users. It also serves to create close relations between addicts 
through embedding drug economics (and the drug market) within these social relations. But 
this co-mingling can be fraught with stress, ambiguity, and tension. When a heroin user buys 
heroin directly from a dealer, provided they know roughly what their money should purchase, 
they can evaluate the quality of the deal and make a judgment about the dealer. Simple. When 
a friend brokers for a friend it can potentially enhance bonds of affinity. But it can also, and just 
as easily, generate conflict because the broker is providing something the buyer does not have, 
and is purposefully keeping from them: access to a dealer. This is further complicated because 
transfers are always indirect. This can perpetually confuse peer relations. Is my friend, who is buy-
ing heroin for me (i.e., the broker), being selfish and ripping me off? Or are they helping me? 
The buyer can never fully resolve this position. But as heroin buyers become brokers, in the 
same fashion this issue can challenge the self-concept of people dependent on heroin, forcing 
them to consider the ways they are treating the people (i.e., drug-using peers) they feel closest 
to and who they rely upon for their wellbeing (see Hoffer 2016).

Brokering and addiction

In my research experience, people addicted to heroin do not autonomously buy the drug like 
buying food in a grocery store. The economy does not allow for this. To acquire heroin, bro-
kering implies that the disorder of (heroin) addiction, while both scientifically and popularly 
characterized as an individual brain disease, also encompasses highly social behavior. As I present 
in this chapter, it demands social cooperation to access the heroin marketplace, as well as to 
maintain that access. This may challenge some of what we think about addiction.

Addiction portrayed as a comprehensive self-control disorder or one characterized by dimin-
ished executive function, relative to decision-making, is difficult to resolve in the version of 
local heroin markets I am presenting and that includes brokering. These features of addiction, 
however, do support the traditional imagination of this economy, i.e., the one that excludes 
brokering and emphasizes users directly buying drugs from dealers. This conventional narrative 
is simple and convincing. Dealer–buyer relations are innately adversarial, maybe even hostile. 
Only engaging dealers, buyers do not need to rely on others. In such a market setting, selfish-
ness, distrust, conflict, violence, impulsivity, and aggression are fostered, even rewarded and 
encouraged. Such traits may protect a buyer in getting what they paid for. This, in turn, fur-
ther separates and disconnects people with addictions from the rest of us, making cooperation 
something exceptional or rare, only maybe occurring when addicts are actually using drugs. A 
buyer’s relevance becomes exclusively about buying, which conforms to a very antisocial or 
individualized perspective on addiction.

A local heroin market incorporating brokering provides a different narrative. Brokering (in 
the capacity of being a broker) requires addicts to delay the immediate gratification associated 
with using heroin. This is something we understand people with addictions are, by definition, 
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incapable of. Brokering is, therefore, incommensurate with a core logic in theories on addic-
tion. But, having witnessed this behavior a countless number of times, it is impossible to deny 
that brokering works, and is quite popular. Furthermore, it only works, and is significant, 
because addicts return to their peers with the drug, in exchange for a potentially smaller portion 
of the drug than they actually purchase. This implies that heroin addicts behave in a real econ-
omy much differently than they do in delayed-discounting experiments conducted in laboratory 
settings intended to measure how addicts’ economic decision-making and brains are different. If 
people addicted to heroin lacked self-control or an ability to delay desires to use, brokers could 
not fulfill their exchange obligations. It just would not work. Furthermore, for addicts seeking 
brokers, they could hardly initiate such transactions without trusting the people (at some basic 
level) to whom they give their money.

Of course, brokering rip-offs do occur and this is a risk buyers accept. In my experience, 
however, wholesale theft is rare in these cases and, if this does occur, it promotes swift social 
sanctions. Such sanctioning is typically nonviolent because the consequences of violence are 
simply too expensive. I would also suggest violence from bad brokered deals is rare because 
people who are addicted to heroin understand the consequences of their actions (in the short 
term), once again defying long-standing beliefs about this illness. Instead, people who are drug 
dependent often respect the long-term nature of their condition. Consequently, short-term 
conflicts in brokering are often merely accepted, i.e., the inevitable cost of doing business. Also, 
and when compared with direct transactions with dealers, brokered transactions are a special 
case because they always include ambiguity, which confuses interpretation and subverts retribu-
tion. Outside of outright theft, which again is uncommon, it can be difficult to determine if a 
rip-off occurred in this form of exchange.

If a heroin user does believe another heroin user ripped them off in a brokered transaction 
the consequence is that they will likely not use the person to broker in the future and they 
will tell their friends not to use them. People addicted to heroin can, and do, become socially 
isolated by their peers through reputational processes associated with bad brokering. Heroin 
users often describe such peers (i.e., bad brokers) as “greedy,” meaning in this instance not able 
to abide by the social contract of brokering. These pressures are significant as they can prevent 
people addicted to heroin from accessing the drug. I offer that this sanctioning, which is enacted 
at the individual level, reinforces a strong community norm that brokers should not steal from 
buyers. Users become aware that brokering thefts hurt all heroin users as this is a strategy all 
heroin users can potentially benefit from in acquiring heroin for free. However, there is also 
another important buffer at work here that lubricates this transaction.

Based on the interviews I have conducted, people buying heroin accept that some hustling 
(i.e., pinching, inflating price, etc.) may occur during a brokered transaction because they know 
brokers are just like them. Heroin users are aware that the people they are asking to buy heroin 
for them cannot be fully trusted because they too are heroin addicts and may, at times, be 
equally suspect. This implies that people who are addicted have a more advanced and practical 
self-awareness of their condition than they are given credit for in addiction theory. They know 
what addiction means. Associated with this, there is a sense that people with such disorders do 
not have the capacity for empathy, which allows them to freely and wholly participate in the 
deviance of illegal drug use, as well as other crime. This too is problematic in what I have pre-
sented. Even when some hustling does occur, a heroin addict (buyer or broker) rarely ignores, 
disregards, or utterly discounts another heroin addict’s situation within the context of brokering. 
This would be exceptionally disrespectful as this mutuality is precisely what serves as member-
ship criteria for the Life. Many users view brokering as helping a peer meet the needs of their 
addiction, as well as helping themselves. This is the social contract addicts must negotiate.
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In local heroin markets people who are addicted to heroin often buy drugs directly from 
dealers, suggesting some of what we understand about addiction using a more traditional per-
spective on heroin markets is true. Nevertheless, for the very important reasons noted in this 
chapter, brokering is popular and it too supplies users with heroin. Blurring the distinction 
between what is the market and what is simply part of the lifestyle of a person who is addicted, 
this exchange is layered with both practical and symbolic meaning. It is how users actively 
participate in the distribution of drugs and, hence, the local market. It is also a transaction in 
which an addict, however briefly, entrust their peers with the responsibilities of their addiction. 
Because of the ways this exchange is accepted, it operates as a force in forming, extending, 
managing, and generally supporting an addict’s relationships. Finally, brokering allows users to 
demonstrate their compliance with norms vital to the most important (and often only) social 
group supporting their condition.

For theories on addiction the complexities noted above are potentially problematic. Brokering 
suggests people addicted to heroin maintain cognitive skills, decision-making abilities, intelli-
gence, self-awareness, and empathy for others. And in my experience observing this transaction 
among heroin addicts who have decades of experience using the drug, such capacities are not 
lost over time. As a chronic and progressive “brain disease,” giving addicts credit for such skills 
may make non-addicts uncomfortable, and yet it is very difficult to explain brokering without 
recognizing the core competences in what they are doing and that make the exchange possible. 
Accepting brokering does not mean repudiating opiate use disorder or denying anything about 
this condition. In over 20 years of witnessing heroin addiction and how it devastates the lives of 
people I have personally gotten to know (i.e., my research participants), I would never remotely 
suggest this conclusion. And yet, for just as long, I have witnessed people broker heroin sales for 
their peers and exhibit, either directly or indirectly, the traits noted above.

To inform theories on addiction, brokering tempers, qualifies, moderates, and maybe 
even backstops a highly individual-oriented science of addiction, and its reductionistic yet 
all-encompassing slogan, “addiction is a brain disease.” I have found it difficult to determine 
what specifically about brokering reflects our notion of brain disease. This chapter exclusively 
features a social behavior enacted by people addicted to heroin and how its relational elements 
support local market operations. This is complex social behavior, meaning what is relevant 
occurs outside the confines of an addict’s head, and that point seems to require added emphasis 
in our continued effort to characterize this disorder.

Conclusion

I concede it seems counter-intuitive elevating anything besides the motives of people making 
money selling drugs, i.e., drug dealing, in relevance to why local heroin markets function. From 
my own ethnography of heroin dealers (Hoffer 2006), I know they are important and often 
very skillful at their occupation. But just because dealers want to be successful and can make 
money does not preordain that they will. Moreover, this is hardly an adequate explanation for 
how localized markets facilitate consistently bringing users into sales relationships or providing 
consistent drug access for those already buying. In most relevant ways, an illegal drug economy 
is completely invisible.

Although an essential component of local heroin market operations, brokering is easily over-
looked. This may be viewed no differently from other strategies heroin addicts employ to meet 
the economic demands of their addiction, such as shoplifting. Clearly, people who use heroin 
have other ways besides their peers to acquire heroin, such as going into open-air markets. 
This is also only one of a number of acts, such as drug sharing, that facilitate communal bonds 
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developing between people addicted to heroin. Heroin users also sometimes work for dealers, 
meaning brokering is clearly not the only way users are involved in the illegal drug market. But 
brokering is unique because of the way in which it combines all of the above. It is self-financed 
(i.e., by users), builds community, directly provides the means for easily bringing new heroin 
users into the market, and for those who already participate supplies uninterrupted access to 
the drug. It is also maybe the only way heroin users can acquire heroin without incurring any 
(additional) costs, economic or otherwise.

More broadly speaking, my objective in this chapter has been to demonstrate how bounda-
ries overlap between what we label the local heroin market and the everyday lives of people 
addicted to heroin. Accepting this indistinct border significantly complicates our ability to apply 
conventional economic logic, tools or methods to make sense of this coordination. Here we 
are challenged by the fact that an illegal drug market is both a system external to an individual 
(and operates via the invisible hand, i.e., neoclassical economic theory) but also one that embeds 
itself in the lives of users (and operates via dynamics of gift exchange, reciprocity and other non-
market based transfers). And these notions concerning the essence of markets have historically 
been incompatible. Here it is clear that people who use and become dependent on heroin shape 
their relationships, community, and self-concept through the cooperative (and often conflict-
ing) processes of acquiring drugs. These dynamics, that occur in tandem with and sometimes as 
frequently as using the drug, should not be discounted in understanding addiction.

Finally, this chapter presents how the relevance of local heroin markets extends beyond the 
act of selling or buying drugs. As a set of intimate and transportable relations operating in the 
community of heroin buyers, brokering has complex influences on the lives of addicts. It also 
makes them essential to drug distribution. One might conclude from this chapter that policies 
to combat addiction should seek to arrest even more heroin users to overcome brokering. But 
this policy has already failed. A more enlightened approach is to accept this relationship between 
the drug market and drug addiction and recognize that by offering more demand reduction 
opportunities, for instance an open-door policy of drug treatment on demand, it can serve to 
meet supply reduction objectives. Here treatment not only removes buyers but has the com-
pounding effect of removing brokers too. Our 80-plus year war on drugs has proven that arrest-
ing ever increasing numbers of dealers and users has no appreciable effect on heroin access. To 
implement lasting effects, we must spend our efforts and resources in support of people who are 
addicted to heroin and seek to disconnect both from this disease but also its market.

Notes
 1 Ethnographic research is a qualitative methodology cultural anthropologists have been using since the 

turn of the nineteenth century to understand culture and behavior. It involves open-ended interview-
ing and observational (fieldwork) techniques conducted over time with participants. The intent of this 
approach is to generate rich detail about how other people live, as well as what they believe and how 
they behave.

 2 I use the terms “addiction” and “drug dependence” interchangeably in this chapter as a way to char-
acterize the comprehensive condition of opiate use disorder. Here I am most interested in people 
repeatedly purchasing heroin in their progression from use to disorder.

 3 Only users who home produce a substance, never selling, giving, trading or otherwise distributing it, or 
relying on others in these capacities, operate outside the drug “market.”

 4 Another barrier in doing research on this topic is that it requires gaining the trust of drug users and 
dealers. By employing ethnographic fieldwork research methods, I have conducted research on the 
operations of various drug markets, interviewing and observing numerous users and dealers, since 1992.

 5 Internet drug transactions may be considered anonymous and occurring between strangers. However, 
such sales only succeed because buyers can freely share information about sellers.
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 6 In a recent manuscript submission (for another publication) a reviewer commented that buyers were 
not part of local heroin markets.

 7 Even “cheap” heroin is more expensive by weight than gold.
 8 This is clearly evident in many cases in which a heroin user has access without money or vice versa.
 9 In the author’s experience, even asking a heroin user if it is difficult to find heroin is so unrealistic it can 

undermine the credibility of an ethnographer if asked.
 10 If a drug reward is not given to the broker, the broker is less inclined in the future to buy for the user, 

which acts to reinforce this practice.
 11 Brokering processes operate to provide access to all manners of quasi-legal and illegal markets. To keep 

activity hidden, a wide range of clandestine activities such as spying, terrorism, the trade in body parts, 
human trafficking, and political corruption rely on mediated exchange.

 12 Most brokers do not transact large quantities of heroin. By definition, they only ever transact quantities 
of heroin for the personal use of their buyers.
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MULTIPLE COMMITMENTS
Heterogeneous histories of neuroscientific 

addiction research

Nancy D. Campbell

Multiple shifts in the conceptual practices of addiction research have occurred over the past 
century—from battles over addiction’s proper name to the waxing and waning of an array of 
hypotheses about etiology, neural mechanisms, importance of social and environmental con-
text, and the role of learning, memory, motivation, and reinforcement. In the 1990s, addiction 
was reified as a brain disease at an ontological level in which permanent and irreversible changes 
to brain structure and function were considered inherent in a unified object—the “addicted 
brain.” Then-director of the National Institute on Drug Abuse (NIDA) proclaimed addiction 
a “brain disease, and it matters” (Leshner 1997). Yet today addiction stands as the epitome 
of a disorder of neuroplasticity, modelled upon brain disease but no longer equated with it 
(Volkow, Koob & McLellan 2016). No longer cast as stable, rigid, or closed, the “addicted 
brain” is portrayed as exemplary in its “exquisite[. . .] open[ness] to its milieu” (Rose & Abi-
Rached 2013: 52). This chapter traces one of the multiple histories of addiction research, 
acknowledging how diverse commitments of addiction research indicate the complexity of 
addiction as an object of knowledge.

Grounded in Science and Technology Studies (STS), a field that makes historical and socio-
logical sense of science by attending to ontological and epistemological commitments, as well as 
material conditions underpinning scientific theory and practice, this chapter considers the view 
that “no object, no body, no disease, is singular. If it is not removed from the practices that 
sustain it, reality is multiple” (Mol 2003: 6). This chapter presents an account of “addiction” 
not as a unified object within a unified “paradigm,” but as a heterogeneous object of a variety 
of knowledges based primarily on animal models of a highly heterogeneous human condition.

“Addiction” names a non-specific disease state that has ranged historically from allergy to 
autoimmune to infectious to metabolic to neural. Although a congeries of unified theories of 
addiction has been advanced over the past century, including several represented in this volume, 
none has garnered settled consensus. As a historically contingent and intrinsically heterogene-
ous condition, addiction provides a productive site for exploring “disunity within an apparent 
unity” (Young & Breslau 2016). Those seeking to characterize underlying neural mechanisms of 
addiction and dependence encounter striking obduracy. Whereas other diseases once considered 
“moral problems” such as anemia or pellagra are now viewed as tractable, addiction stubbornly 
remains a scientific and clinical puzzle.
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The emergence of addiction as a scientific puzzle

Science was brought to bear upon narcotic drug addiction in the late nineteenth century 
(Berridge & Edwards 1987; Hickman 2007). A volume surveying four thousand extant stud-
ies, The Opium Problem (Terry & Pellens 1928), was produced by the Committee on Drug 
Addiction (CDA), which coordinated the search for a non-addicting analgesic in the United 
States (Acker 2002). Terry and Pellens called for a non-reductionist science to “supersede 
the chaos of contradictory opinion” (1928: 928). Physicians prescribing morphine were con-
sidered primary vectors of “chronic opium intoxication,” although heroin use for “purposes 
of dissipation” was on the rise. While iatrogenic addiction declined with changes in medical 
practice (Courtwright 2001), neither morphine nor heroin became obsolete. Recognizing that 
solving “the opium problem” required focusing scientific acumen on a social problem widely 
considered a vice, sin, or crime, CDA migrated to the National Research Council (NRC), 
housed within the National Academies of Science (NAS), in 1939 (Eddy 1973). The CDA 
coordinated medicinal bench chemistry, animal pharmacology, neurophysiological research, 
and human (clinical) research, later changing its name to the College on Problems of Drug 
Dependence (CPDD).

Great faith in science made the strategic value of redefining addiction as disease evident to 
those arguing against criminalization on humanitarian grounds. Lawrence Kolb Sr saw addiction 
not as crime but as psychopathology (Kolb 1925a; 1925b; 1925c), and sought to remake addic-
tion through the lens of mental hygiene. Hygienic approaches were institutionalized when Kolb 
became the first Chief Medical Officer at the US Narcotic Farm, which opened in Lexington, 
Kentucky, in 1935. This vast clinical/penal institution provided a natural laboratory for study-
ing addiction, housing the Addiction Research Center (ARC), so named in 1948 when it was 
declared a National Institute of Mental Health (NIMH) intramural laboratory (Campbell 2007). 
The ARC later became the intramural research program of the National Institute on Drug 
Abuse (NIDA).1

Addiction is understood to result from complex entanglements of pharmacological effects and 
vulnerabilities deriving from aspects of social life, socioeconomic status, and political position. 
Typically, scientists bracketed the latter effects. Longtime CDA chair Nathan B. Eddy wrote 
that even if safer analgesics were found, “We shall still have the opium-producing countries . . . 
We shall still have the established machinery for illicit production and distribution of heroin . . .  
[and] We shall still have social & psychological forces that encourage potential addicts to dose 
themselves with drugs” (1963: 679). Clinical researchers—and their emerging preclinical  
colleagues—characterized craving, dependence, tolerance, withdrawal, and relapse as systematic 
neurophysiological phenomena in a stable pattern of investigation that lasted until the emer-
gence of neuropharmacology in the 1960s. The expansion of animal research in the 1960s 
replied directly to statutory requirements, but new technologies increasingly offered researchers 
methods for looking at animal and later at human brains.

Fresh to the topic when hired in 1957, ARC Research Director William R. Martin “slowly 
c[a]me to realize that it is a unique and yet fundamental type of neuro- and psychopathology 
which is among the most important, if not the most important, of all mental health problems” 
(Martin, Sloan & Eades 1978: 103). Finding that drugs differentially alter the excitability of the 
central nervous system (CNS),2 Martin (1967) proposed the existence of multiple opiate recep-
tors that he named mu, kappa, and sigma. Hypothesizing that the typical addict was a “hypo-
phoric individual with increased needs and wants,” Martin proposed a homeostatic theory of 
tolerance important for “opponent process theories” (Martin, Hewett, Baker & Haertzen 1977; 
Solomon & Corbit 1974; Koob & Bloom 1988). Martin came to view addiction as an affective 
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disorder underpinned by deficiency states. Foreshadowing theories of neuroadaptation (Koob & 
LeMoal 2006: 11, 14), Martin’s work helped remodel addiction research as a molecular matter.

Advocacy of “chemotherapy” for addiction was grounded in connections between affect—
feelings and mood states—and endogenous neurohumors modified by drugs. Martin’s careful 
descriptions of subjects’ feeling states demonstrated that affect was key to behavior. Noting 
clinical similarities but also differences between depression and the “exaggerated need states,” 
Martin dubbed these “hypophoria”:

With regard to self-image the euphoric state is polarly [sic] opposite to hypopho-
ria except in the estimation of self worth. Hypophoric patients feel they are worthy 
and deserving even though they are unappreciated. In contrast a high percentage of 
depressed patients feel unworthy . . . [H]ypophoric patients feel hopeful, can experi-
ence joy, enjoy humor, and laugh readily. In contrast, hopelessness and sadness are 
among the most common symptoms of depressed patients. Another important differ-
ence between the hypophoric and the depressed patient is the lack of guilt feelings in 
the hypophoric patient.

Martin, Hewett, Baker & Haertzen 1977; Martin 1984, 3–5

The ARC’s social location and expertise guaranteed substantive interaction between clinic and 
bench from the 1930s to the 1970s (Klein 2008). However, the research unit was ill-equipped 
for molecular biological work on receptor complexes, peptides, and proteins. As the race to 
visualize the opiate receptor heated up at NIH and other locations in the 1970s, addiction 
research decentralized. The domain became far more heterogeneous as the social, material, and 
institutional conditions of possibility moved towards behavioral research.

Implications of the behavioral revolution for neuroscience

Attention to affect was important to early addiction research, whereas behavioral researchers 
“black-boxed” affect in favor of close observation and operationalization of behavior. The 
“behavioral revolution” wrung moralism and stigma, psyche and society out of the addiction 
equation. “The behavior is always right” became the mantra in an approach that viewed drugs 
as “reinforcers” (Glickman & Schiff 1967; Schuster 2003). Although rooted in studies of intra-
cranial self-stimulation (Olds & Milner 1954; Olds, Killam & Bach-Y-Rita 1956), the concept 
of “brain-stimulation reward” (BSR) was not applied to addictive behaviors until the 1970s 
(Kornetsky 2007). Brain stimulation was rewarding in and of itself—a “reinforcer” activated by 
stimuli ranging from drugs to activities or other repetitive behaviors. The existence of “brain 
reward circuitry,” in which dopaminergic projections from the Ventral Tegmental Area (VTA) 
to the Nucleus Accumbens (NAc) are implicated in mood disorders and addictions (Russo & 
Nestler 2013), was postulated.

Behavioral studies traced acute effects and evolved a useful categorization system on that 
basis. Yet correlates between brain and behavior remained elusive. Vast numbers of people 
modify their relationships to drug of abuse over time—most without treatment. Behavioral 
approaches were generative for thinking about “alternative reinforcers’” as motivating some 
individuals to move on from addictions to more healthy or “natural” pleasures. Behavioral con-
cepts of “drug abuse” were enshrined in the 1980s, setting the stage for neuroscience.

Drug abuse is a far more complex phenomenon than previously thought, and it is now 
recognized that drug abusers represent a highly heterogeneous group, and the patterns 
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leading to dependence are diverse. . . . A reasonable assertion is that the initiation 
of drug abuse is more associated with social and environmental factors, whereas the 
movement to abuse and addiction are more associated with neurobiological factors.

Glantz & Pickens 1992 quoted in Koob & LeMoal 2006: 8

One theory that won wide acceptance held that deregulation of particular brain-reward cir-
cuits moved individuals from “occasional, controlled drug use to the loss of behavioral control 
over drug-seeking and drug-taking that defines chronic addiction” (Koob & LeMoal 1997 
cited in Koob & LeMoal 2006: 3). Also crucial for that phase transition was the so-called dark 
side, a “negative emotional state when access to the drug is prevented” (Wise & Koob 2014). 
Pessimistic personality states, “self-care deficits,” and “emotionally disordered lives” were seen 
as drug effects, rather than etiological factors in previous thinking about “predisposition” and 
even “original sin” that were once central to the notion that some individuals had “addictive 
personalities.” “Additional insult[s] to the personality produced by the direct effects of the drugs 
themselves perpetuate, and actually create, such character flaws” (Koob & LeMoal 2006: 7).

By the late 1980s, neuro-imaging laboratories using technologies such as PET, SPECT, and 
MRI entered addiction research. Neuroscientists working on addiction base their accounts of 
the reinforcing effects of drugs and behaviors on the concept of brain-reward circuitry (Koob 
& LeMoal 1997, 2001, 2005, 2006; Wise 1980, 1989, 1998, 2004). The mesolimbic dopa-
mine reward hypothesis of addiction posited dopamine as acting on a “common dopaminergic 
substrate” to “stamp” habit into memory (Wise 1980 quoted in Koob & LeMoal 2006, 378). 
Behavioral work established that both “natural” rewards (food and water) and “unnatural” 
rewards (drugs and activities such as gambling) worked upon a common neural circuitry. The 
implications of dopamine in learning, motivation, and reinforcement become important for 
studying the neuro-circuitry of addiction as a form of neuroadaptation.

Molecular targets and translational ambitions

Research specialization and adoption of narrow translational goals has oriented addiction neu-
roscience towards medications development based on identifying molecular targets and drugs to 
hit them. By the 1990s, the “receptor fever” of the 1970s (Kuhar 2005) had given way: “early 
[receptor] research failed to find consistent changes in opioid receptors, monoamine transporters 
and other targets that could account for drug tolerance and dependence” (Nestler 2004: 211). 
Moving “beyond the receptor,” investigators elucidated extremely complex neurotransmitter 
and receptor systems, dashing hopes that “relatively simple upregulation or downregulation of 
the drug target” resulted in drug dependence (Nestler 2004; Kuhar 2005). The advent of pro-
teinomics enabled study of mechanisms of addiction at neuronal and synaptic sites, and research 
honed in on particular proteins such as Brain-Derived Neurotrophic Factor (BDNF), the cur-
rent front-runner neuroplasticity candidate involved in drug-seeking and relapse (Kalivas & 
O’Brien 2008). The BDNF supports “good” (natural) neuroplasticity that is “usurped” in cases 
of addiction. The BDNF is implicated in cellular mechanisms of normal learning and memory, 
as well as in “incubation of craving” and long-term gene and protein expression involved in 
relapse and abstinence (Carter, Hall & Illes 2012: 36). But BDNF acts differently with different 
drugs.3 Expectation of reward may be insufficient motivation for drug-seeking behavior, a com-
plex amalgamation of associations between a “reinforcer” and the “people, places, and things” 
involved in “addiction” or “addiction-like behavior” (Carter, Hall & Illes 2012). It is difficult if 
not impossible to separate pharmacological effects from significant drug-associated social cues. 
Indeed, BDNF plays multiple roles in cocaine abuse depending on brain region, cell type, and 
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phase of addiction (Li & Wolf 2015: 240). The BDNF mediates neuronal signaling by strength-
ening or weakening synaptic connections in relatively long-lasting ways, presenting a “daunting 
therapeutic target” for cocaine addiction (Li & Wolf 2015: 240).

The flexible explanatory powers of neuroplasticity are strained as addiction neuroscientists 
explore ontological and epistemological uncertainties. Dispensing with reductionism, addiction 
geneticists probe individual variation and population-wide differences. Social factors, includ-
ing early-life trauma, take on importance as epigenetic understandings of stressful experiences 
are incorporated into mappings of addictive processes. Intense individual variation in response 
to opiates, long noted in the clinic, indicates existence of multiple plasticities ranging from 
“homeostatic” plasticity to “synaptic” or “wholesale” plasticity (the latter indicating overall 
change in neural excitability, rather than at specific synapses (Nestler 2013). Structural forms 
of neuroplasticity alter the number of synapses and expand or contract neuron size, a finding 
that changed the overall ecology of the addiction research field, creating new “trading zones.” 
“More than any other commonly studied form of experience-dependent plasticity, we are 
beginning to understand the potential causal relationships between the neural circuit adapta-
tions elicited by drugs of abuse and the behavioural consequences of that experience” (Kauer &  
Malenka 2007: 855).

Addiction has become a proving ground for researchers studying neuroplasticity at the sub-
cellular level. Studies of the role of long-term potentiation (LTP) in addiction was a novel 
direction in the early 2000s (Bliss, Collingridge & Morris 2003; Li & Wolf 2015) that initially 
engendered skepticism. Nestler, who set out to investigate what chronic drug exposure changed 
in the brain by hypothesizing a role for intracellular signaling, noted that NIDA was

overly focused (one might say addicted) on a single circuit. NIDA support went over-
whelmingly to researchers focused on the VTA–NAc pathway, despite the fact that 
it is just one part of a series of parallel, distributed circuits that are known to control 
reward and motivation. . . . In a similar vein, the field overly invested in use of the 
self-administration paradigm to study drug reward. Innumerable studies examined the 
ability of dopamine related and other pharmacological agents to regulate drug self-
administration behavior.

Nestler 2004: 214

Molecular-level occurrences pointed towards multiple mechanisms. Addiction was delocal-
ized as a product of processes occurring in various brain regions rather than confined to one 
brain-reward system or region of interest. Addiction came to be seen as an outcome of inter-
action between endogenous and exogenous impacts on the brain: extra-cognitive affect and 
unconscious emotional experiences (Berridge & Winkielman 2003); “salience” or incentive 
sensitization (Robinson & Berridge 2008); transitions in locus of control as drug-seeking and 
taking moves from episodic to habitual (Everitt & Robbins 2005); and experiences of trauma 
and abuse.

Addiction research trajectories converged on traumas ranging from war to childhood 
sexual abuse, stresses replicated in the animal laboratory in such tasks as the “forced swim.” 
Claims of the co-occurrence of very high prevalence rates of addiction and abuse surfaced 
in PTSD research (Bergen-Cico 2012; Fullilove et  al. 1993). Trauma’s heterogeneity is 
obscured by emphasis on its etiology in a singular event. This complicates its universal or 
standardized status as a diagnosis (Young & Breslau 2016). Before the 1990s, trauma and the 
diagnostic category of PTSD were rarely applied to substance abuse, as illustrated by the 
first NIDA Research Monograph to address violence, Drugs and Violence: Causes, Correlates, 
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and Consequences (De La Rosa, Lambert & Gropper 1990), which contained no reference to 
trauma or PTSD. Feminist trauma researchers studied the etiological role of sexual abuse 
in addictive disorders, conceptualizing “those exposed to the harsh conditions of the inner 
city” (Fullilove et  al. 1993) as carrying increased “level of burden” that made treatment 
overwhelmingly difficult (Brown, Huba & Melchior 1995: 345). Allies pushed for “trauma-
informed” treatment in the wake of a major national study, the Women, Co-occurring 
Disorders, and Violence Study (WCDVS) sponsored by the Substance Abuse and Mental 
Health Services Administration (SAMHSA), and other studies revealed that early childhood 
abuse accounted for over half of serious drug-use problems (Dube et al. 2003).

Trauma-focused researchers found experiences of trauma are common for women suffer-
ing co-morbid polysubstance abuse and mental illness diagnoses. Post-traumatic stress disorder 
is one of the most robust gender differences (Torchalla et al. 2012: 109); the multiple forms of 
trauma that women experience are understood in gendered terms (Knight 2015; SAMHSA 
2014, TIP 57). Similar to addiction research, trauma research is also a molecular matter and some 
of the very neuro-circuitry involved in vulnerability to substance abuse disorders is involved in 
trauma response. Dysregulation of the hypothalamic-pituitary-adrenal (HPA) axis, which medi-
ates response to threat by activating coping mechanisms (McEwen 1988), is hypothesized to be 
responsible for vulnerability to substance abuse disorders among trauma victims. Post-traumatic 
stress disorder gradually moved from a peripheral condition to the core of neuroscience, coming 
to be studied as an anxiety disorder involving impaired signaling, memory, and learning—all of 
which are modified by CNS-active drugs (Krystal et al. 1995). As a conceptual framework, neu-
roplasticity makes it possible to see that previously learned responses or “coping mechanisms” 
might be over-learned in ways that translate into addictions, but might also be unlearned.

Neuroplasticity may be a fruitful route towards recognizing heterogeneities previously sub-
sumed into both “addiction” and “trauma.” Maturation of neuroplasticity as an interpretive 
framework was enabled by concepts and technologies that made it possible to see inside the 
brain—but also made it harder to see outside the brain. If multiple circuitries are involved in 
the patterns of reward and reinforcement that we call addiction in response to trauma, it would 
be a mistake to privilege one. Neuroadaptation and plasticity researchers recognize that “drug 
addiction represents a break with homeostatic brain regulatory mechanisms that regulate the 
emotional state of the animal” (Koob & LeMoal 2006: 435). Addiction represents neither a sim-
ple break with homeostasis nor a predictable dysregulation of hedonic and executive functions, 
but is rather an allostatic or dynamic break, which, if activated too often, leads to dysregulation 
(Sterling & Eyer 1988) and chronic elevation of reward thresholds that results in the very failures 
of self-regulation and emotional dysfunction attributed to drug addicts and those who suffer 
PTSD. Importing the psychosocial concept of allostasis (Sterling & Eyer 1988; Krieger 2011: 
192), Koob and LeMoal write: “The view that drug addiction and alcoholism are the pathology 
that results from an allostatic mechanism that usurps the circuits established for natural rewards 
provides a realistic approach to identifying the neurobiological factors that produce vulnerabil-
ity to addiction and relapse” (2006: 17). While the degree to which natural reward systems are 
usurped by pathologically unnatural ones remains unclear, most current neurobiological theo-
ries of addiction buy into neuroadaptation. Controversy over the role of the mesolimbic dopa-
mine system remains. For some, addiction is all about the dopamine and its effects on learning 
and motivation; for others, dopamine is a bit player in the adaptations occurring in brain reward 
circuitries responsive to trauma and stress, “reward” and aversion.

Understanding addiction as “traditionally underappreciated as a disease rooted in neuropa-
thology,” Charles P. O’Brien likens it to an “overlearned memory” that is part of a “pathology 
of staged neuroplasticity” (Kalivas & O’Brien 2008). “Sociological” vulnerabilities combine 
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with genetic and developmental vulnerabilities and “repeated pharmacological insults,” affecting 
how individuals interpret stimuli and evolve behavioral strategies to respond to those deemed 
“motivationally relevant” (Kalivas & O’Brien 2008: 166). According to Kalivas and O’Brien, 
“enduring drug-induced neuroplasticity establishes a maladaptive orientation to the environ-
ment” that usurps normal learning and motivation circuits by supplanting a pathological form 
of neuroplasticity (2008, 167–168). But the mechanisms by which usurpation and supplantation 
work remain unknown. Why do these processes occur in some people, rather than for all who 
are similarly exposed to drugs of abuse? Trauma holds but one explanatory key to individual 
variation, explaining vulnerability only for some.

Conclusion

This chapter charts currents of continuity and discontinuity, unity and disunity, obduracy and 
plasticity important in the conceptual history of addiction neuroscience. Despite attempts to 
unify object and approach, the social and affective complexity of addiction exceeds them. Social 
and cultural histories of diverse moments of translation in clinical and research-oriented sciences 
perhaps tell us as much about the societies in which these concepts emerge as they do about 
the ontological objects under study. Despite the so-called NIDA paradigm—and concomitant 
notions of brain reward circuitry, allostasis, and the dopamine hypothesis—shifts in accept-
ance of the view that addiction is a brain disease are underway (Lewis 2015; Szalavitz 2016). 
Explanatory frameworks for addiction have long been inadequate to account for the entwined 
psychological and emotional effects that comprise the addictions; differences between acute and 
prolonged exposure; individual variation in response to drugs; and social learning about these 
effects at the individual and societal levels. Recent efforts to elucidate the neurochemobiological 
processes and mechanisms thought to underlie the changes that move non-addicted brains into 
addictive states have been multiple and are not easily subsumed into the brain disease model.

Notes
1 NIDA was established in September 1973. The ARC moved to Baltimore, Maryland, in the late 1970s 

(Campbell 2007).
2 This finding was the basis for the Addiction Research Center Inventory (ARCI), a survey instrument still 

used to classify drugs by their subjective effects (Haertzen et al. 1963).
3 A 2012 Nestler lab study, Koo, J. W., et al. “BDNF Is a Negative Modulator of Morphine Action”, Science, 

vol. 338, no. 124, shows that chronic morphine exposure “creates reward by inhibiting BDNF,” while 
cocaine exposure increases BDNF.
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21
THE EPIDEMIOLOGICAL 

APPROACH
An overview of methods and models

James C. Anthony

This handbook chapter has modest aims. It offers an overview of epidemiological methods 
and models used to study processes of becoming dependent upon tobacco, alcohol, canna-
bis, cocaine, heroin, and other internationally regulated drugs, with ‘drug dependence’ serv-
ing more or less as a synonym for ‘drug addiction.’ The central conceptual model is one of 
agent–host–environment interaction, and here the concept of ‘agent’ encompasses drug com-
pounds in drug epidemiology just as the ‘agent’ might be the influenza or Zika viruses in other 
branches of communicable disease epidemiology. Several statistical models are mentioned, 
including models for Hill function parameter estimation, as can be used when a dose–response 
relationship has a sigmoidal shape. Examples and illustrations are provided from past and recent 
epidemiological studies.

Epidemiology as ‘population science’ studying agent–host–environment 
interactions

At their best, epidemiology’s methods and models build from concepts of ‘population’ and 
‘community,’ assemble collected facts into ‘chains of inference’ about health and disease, and 
produce evidence-based strategies and tactics intended to reduce disease rates and improve 
the public’s health. Under these conditions, epidemiology can move as quickly as (1) John 
Snow’s studies of London’s 1854 cholera epidemic and its consequential epidemic-prevent-
ing improvements in water supply, decades before bacteriologist Robert Koch’s discovery of 
the Cholera vibrio causal mechanism, and (2) Joseph Goldberger’s United States Public Health 
Service (US) research on pellagra and its consequential outbreak-preventing dietary improve-
ments, years before nutritional chemists discovered niacin’s central role. By 1970 it had been 
established that epidemiology, as a population science, had capacities to identify malleable 
agent–host–environment interactions and thereby to reduce disease incidence rates much faster 
than was being accomplished via reductionistic individual-level studies of causal mechanisms at 
the level of cells, tissues, organs, and patients.

Under unfavorable conditions, epidemiologists’ efforts to improve public health can be 
delayed by a half-century or more when opposing forces are confronted, such as state reliance 
upon ‘sin tax’ revenues and an unconstrained industry profit motive, coupled with residual 
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Figure 21.1  A plot of the United States 1988–1990 outbreak of dietary tryptophan-associated cases of 
the Eosinophilia-Myalgia Syndrome (EMS) in epidemic curve form, January 1988 through 
June 1990.

Source: Adapted by the author from Figure 2 in Swygert, L. A., Maes, E. F., Sewell, L. E., Miller, L., Falk, 
H., Kilbourne, E. M., (1990) “Eosinophilia-myalgia syndrome. Results of national surveillance,” JAMA: 
The Journal of the American Medical Association 264(13):1698–1703. PubMed PMID: 2398610.

uncertainties about cause–effect inferences. Here, telling details are seen in still-blocked public 
health progress long after discovery of toxic effects from ‘exposures’ to agents such as tobacco 
in cigarettes and sugar in soft drinks. Nevertheless, with government and industry cooperation, 
rapid success can be achieved.

An instructive example can be seen in Figure 21.1, which depicts a United States (US) epi-
demic curve, 1988–1990, for a sometimes fatal eosinophilia-myalgia syndrome (EMS), observed 
as progressively worsening muscle pain, generally with fatigue, plus elevated pro-inflammatory 
white blood cells indicative of immune response and inflammation, often seen with allied clini-
cal features. Initial clinician case reports about EMS launched government-initiated nationwide 
surveillance, plus several small scale ‘controlled retrospection’ case-control studies typified in 
the next section. Suspected exposures to L-tryptophan-containing products (e.g., LTCP dietary 
supplements) were identified as potential EMS causes before November 1989. That month, the 
US Food and Drug Administration (FDA) asked vendors to disrupt LTCP sales and encouraged 
users to abstain. The epidemic ended soon afterward. The FDA investigation of LTCP batches 
disclosed likely contamination via a manufacturing process change. Swygert et al. (1990) pro-
vided details about EMS-LTPC; Goodman and colleagues (2012) summarized and added details 
on other epidemiology victories in public health.



The epidemiological approach

255

In these introductory examples, readers can see ‘agents’ and elements of ‘environment’ for 
agent–host–environment (AHE) interaction models that epidemiologists often use in research. 
Host characteristics, both genetic and endogenous (e.g., hormones), become prominent when 
behavioral choice issues surface (Breslow 1951). Illustrative of host characteristics was one 
female case fatality in Snow’s research—namely, an out-migrant from Broad Street’s neighbor-
hood, but her choice was to drink bottled water from its pump. Similarly, when a first tobacco 
cigarette is offered, host susceptibility and environmental conditions (e.g., ‘peer pressure’) influ-
ence whether it is smoked, and afterward AHE interactions shape later choices (Wagner & 
Anthony 2002). Choice also governs consumption of sugary soft drinks, which in some com-
munities cost less than cow’s milk. With this note, we come full circle back to agent character-
istics (e.g., relative price) and environment (e.g., supply-demand conditions governing price; 
available alternatives).

At this point in the chapter, the reader might already be wondering what all this has to do with 
starting or stopping drug use, or with whether someone who persists in drug use will become 
affected by a drug dependence syndrome or addictive state. Box 21.1 offers some illustrations 
of some specific facets of ‘agent’ and ‘host’ and ‘environment’ that come into play in studies of 
starting drug use and becoming an affected case of serious drug involvement of the type we see 
in dependence and addiction syndromes. Box 21.2 provides a summary overview and mentions 
some of the issues faced by epidemiologists who have tried, generally unsuccessfully, to conduct 
population studies of ‘quitting’ drug use, as well as ‘remission’ or ‘recovery’ processes. It seems 
that epidemiology, as a ‘population science,’ faces some inherent challenges and seriously biased 
samples when the goal is to study these quitting, recovery, and remission processes. These are 
topics better suited for ‘clinical investigations’ given these still-insurmountable biases that affect 
epidemiological samples of pre-specified community-dwelling populations.

Box 21.1 Suspected agent–host–environment determinants

When asked to explain how it happens that most people who initiate drug use do not transition to 

addiction, epidemiologists have to confess a good bit of ignorance. Hypotheses are abundant, and 

generally have been articulated in relation to the agent–host–environment (AHE) model described 

in this chapter. Firm definitive epidemiological evidence is scarce.

We might start by considering the drug as an ‘agent’ and talk about properties such as ‘addiction 

liability’ or ‘potential’ to serve as a reinforcer in the behavioral pharmacologist’s sense of the term. 

An epidemiologist would tend not to think of these characteristics as properties of the agent because 

what the epidemiological study can disclose also is determined by host and environmental variables. 

The importance of modulating host characteristics was made clear in early laboratory experiments 

with healthy drug-naïve human subjects. For roughly 50% who received morphine or some other 

opioid without being told the compound’s identity, there was some enthusiasm for trying the drug 

a second time, but the others said they never wanted to try it again. The ‘mechanisms’ underly-

ing this host-related variation in response remain unknown, but clearly might include whether the 

healthy individuals were feeling some degree of pain or depressed mood when the opioids were 

administered such that symptom relief might be a determinant of the more positive response. Viable 

(continued)
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alternatives include pharmacogenetic substrates of kappa opioid receptor activation and associated 

dysphoric responses to KOR agonist opioids. Few epidemiological studies have had the ‘resolving 

power’ to secure definitive evidence on these mechanisms and sources of variation in response to 

initial drug exposures.

We can add socio-cultural and environmental components to these sources of variation by pay-

ing attention to epidemiological evidence on gene variations that account for acetaldehyde dehy-

drogenase (ALDH) enzymes, especially the ALDH2*2 variant causally linked with the generally 

noxious ‘facial flushing’ response to drinking alcohol. There is some evidence that the ALDH2*2 

gene allele is protective against progression from first drink to sustained drinking and alcoholism, but 

there clearly are gene–environment interactions such as positive peer pressure and other sociocul-

tural influences on drinking. Especially for male subgroups with the ALDH2*2 allele, its otherwise 

protective influence is dampened by social environments conducive to drinking.

Over and above anything that might be thought of as a ‘property’ of the drug-agent, or a source 

of ‘host’ vulnerability, the ‘E’ component of the AHE model plays an especially fundamental role. 

A rate-limiting step for progressing from first drug use to more serious drug involvement involves 

whether the generating reservoir for the drug (croplands or manufacturing plants) can deliver a con-

sistent supply of drug into the environment of a first-time user. During the Vietnam era, a soldier 

with a completed tour of duty who enjoyed opium smoking for the first time on the night before 

returning to the US might never again have experienced a chance to use opium a second time, 

leaving aside the importance of any hypothesized influence of the drug-agent or host vulnerability.

(continued)

Box 21.2 Epidemiology and the ‘maturing out’ hypothesis

Box 21.1 addresses issues pertinent to how it happens that some drug users get started but never 

persist. It clarifies how individual case studies and epidemiology’s studies of groups can teach us 

that the explanations for these variations in the response to initial drug exposures can be traced to 

conditions and processes across the scale from the macro-level to the micro-level. At the macro-

level, we can see that ambient availability of the compound is important. The Vietnam vet who had 

smoked opium a first time before the day of departure from Vietnam, returned to the US main-

land, and never again had a chance to try opium, will not progress along the continuum of opium 

involvement, irrespective of genetic or other susceptibilities. At the micro-level, the Korean newly 

incident drinker with an ALDH2*2 gene allele configuration might experience an aversive facial 

flushing and associated noxious EOH responses, but might be affected by peer pressure or other 

cultural influences to ‘drink through’ the noxious response until the level of intoxication (‘numb-

ness’) is so great that ALDH2*2-attributable symptoms are felt negligibly, if at all. With respect to 

such macro-level and micro-level influences, along with meso-level influences such as peer pressure 

or local area ‘sin’ taxes on EOH purchases, past epidemiological studies have implicated all of these 

influences. However, epidemiology never has been in a good position to assert that the influences 

at one level are more important than the influences at the other levels. Here again, the concept 

of ‘resolving power’ is appropriate. Epidemiology does not have the ‘resolving power’ to make a 

proper accounting of the relative importance of these various levels of influence. Typically, in the 

epidemiological context, many potentially explanatory variables are at work, and there generally 
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is no definitive experimental approach as might be used to focus on one influence while holding 

constant all other potential influences. The exception in both infectious disease epidemiology and 

drug dependence epidemiology involves the influence of the agent and environment. If the host, 

after an initial exposure contact, will stay within an environment where there is no contact with the 

agent, there can be no progression beyond first contact.

A substantially different problem is faced when the research task is to ask how many develop a 

dependence syndrome (or ‘addiction’) and then stop using altogether. In his US classic study on a 

‘maturing out’ phenomenon, published in 1962, sociologist Charles Winick offered these thoughts:

There have been no studies of the age at which addicts stop taking drugs. There has been 

considerable acceptance in both lay and professional circles of the thesis that many addicts 

never stop using drugs, but continue as addicts until they die, except for unsuccessful 

attempts at withdrawal or for periods of enforced abstinence in jails or hospitals. There 

is some feeling that there is a high state of relapse among addicts, and this had led to 

considerable scepticism about addict’s ability to remain abstinent, and how many addicts 

do remain abstinent.

Winick 1962, p. 1

Winick also wrote: “There is some reason to believe that in the 1950s there was an average period 

of not more than two years between the time that addicts began taking drugs and the time they 

were observed or reported by a community law-enforcement or medical facility as addicts (ibid.).” 

At present, some 60 years later, we now have good reason to contradict Winick’s estimate of a two-

year lag time between first drug use and official recognition of a case in the US (e.g., see Cepeda 

et al. 2016; Yeh 2017). Nonetheless, there is considerable evidence in favor of his thesis that many 

users do ‘mature out’ of their syndrome, show remission, and stop using altogether, as has been 

observed in studies of users of the internationally regulated drugs, as well as alcohol consumers, not 

only within the US, but also in other countries (Fleury et al. 2016; Sobell et al. 2000).

The just-cited review articles by the Sobell and Fleury groups provide an excellent overview 

of methods challenges faced in research of this type, and provide reasons to mistrust estimates from 

cross-sectional epidemiological field studies on this topic, even when the samples are large and 

nationally or regionally representative. In brief, we can have some degree of confidence when 

epidemiological studies are used to study all who have tried a drug and to estimate the likelihood 

of becoming a case of a drug dependence or addiction syndrome (e.g., Anthony et al. 1994), espe-

cially when there has been a focus on initial short intervals after first use (e.g., Parker & Anthony 

2015). In this context, we can make a reasonable assumption that drug involvement has not yet 

caused incarceration (e.g., moving the user from the community into a prison or long-stay treat-

ment institution), has not become a major impediment to study participation as might be the case 

for an individual with severe impairments attributable to drug use, and is a minor element in causes 

of death (Lopez-Quintero et al. 2015). In contrast, most epidemiological samples of this type will 

not include the full spectrum of impairments seen in clinical investigations of treated or incarcerated 

cases. The samples are affected by what is called a ‘left-censoring’ bias such that the cases are survi-

vors, and drug-dependent cases who have died are removed from view, as well as a ‘left-truncation’ 

bias such that some cases in the community are known to exist but never would appear on the roster 

of dwelling-unit participants (e.g., if living under a bridge), or would not be interested in study par-

ticipation, even when they are included on the sampling roster. It is for this reason that most studies 

(continued)
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of whether and how often cases ‘stop’ using drugs generally are not epidemiological studies. Rather, 

virtually all have been clinical investigations of the type conducted by Winick, with samples limited 

to cases seen in either treatment or prison facilities.

Gene M. Heyman, a lecturer in psychology, apparently was not aware of problems such as left-

censoring and left-truncation when he wrote an interesting empirical contribution based on four 

large sample epidemiological studies in the US (Heyman 2013). Three of the four studies represent 

empirical contributions made by this chapter’s author (JCA), who has declined to produce estimates 

of recovery or remission for the reasons just mentioned, and who has consulted on methods research 

that confirms suspicions that these large sample epidemiological studies in the US often do not cap-

ture the experience of the most seriously impaired cases.

Concerns about this bias in large sample epidemiological research do not negate Heyman’s 

attempt to characterize drug dependence or addiction in relation to a behavioral choice paradigm, 

which can be an important paradigm, particularly in the earlier stages of the syndrome. Nonetheless, 

the available estimates do not make a strong case for or against the hypothesis that addictive states 

sometimes can be characterized as ‘brain diseases,’ although Heyman seems to wish we would aban-

don that hypothesis. It may be necessary to recognize the heterogeneity of drug-induced conditions, 

such that some affected cases are told that their drug use is having a toxic effect (e.g., on the heart 

or liver) and can quit using the drug on that same day, whereas others given the same information 

continue to use the drug without quitting or remission of symptoms. Evidence that some can quit 

is not the same as evidence that none have acquired a ‘brain disease’ as a consequence of repeated 

drug exposure.

(continued)

Examples from research on tobacco smoking

Epidemiologists discovered sustained tobacco smoking as a malleable causal determinant of pul-
monary cancer with focus on ‘pack-years’ concepts, with little attention to behavioral choice 
issues or processes such as tobacco dependence syndromes that foster sustained smoking. Before 
1900 clinician-pathologists rarely saw pulmonary tumors, but pulmonary cancer death rates 
climbed after mass-produced tobacco cigarettes were introduced in the late 19th century. 
Nevertheless, in 1951, the much-admired Rosenau Preventive Medicine and Hygiene textbook had 
no indexed ‘tobacco’ entry; its chapter on oral-pulmonary cancer mentioned mechanical injury 
from pipe stems as a possible exogenous determinant, but said little else about tobacco smoking 
(Breslow 1951).

Concurrently, looking within specific community populations for cancer cases and matched 
non-cases, epidemiologists found that the odds of agent exposure (i.e., tobacco smoking) was 
substantially greater for cases than corresponding ‘exposure odds’ for non-cases, with ‘odds’ 
calculated as ‘the proportion exposed divided by its arithmetic complement (by which we mean 
the proportion not exposed).’ By inference, this ‘odds ratio’ was used to estimate exposure–disease 
associations statistically as a ‘relative risk’ (RR), where a statistically null RR=1.0, an inverse 
RR<1.0 would signal a departure from the null in the direction of the possibility that smoking 
protects against cancer, and an RR>1.0 would signal a departure from the null in the direction 
of a tangible smoking–cancer association, possibly consistent with a cause–effect pathway.
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The magnitude of the smoking–lung cancer association often was found to be quite strong 
(e.g., RR=16). Eventual evidence indicated a ‘dose–response’ relationship such that for each 
unit increase in tobacco smoking pack-years there was increased relative risk of disease.

Case-control approaches

In this tobacco–cancer example, readers can see basic elements of epidemiology’s AHE interac-
tion model in a ‘controlled retrospection case-control study design,’ distinctive because it selects 
or ‘samples on the outcome of interest.’ That is, for conditions of relatively low incidence, the 
design’s sampling or selection probability for affected cases in study populations is large, while 
the corresponding probability for non-case controls is small.

The basic architecture for case-control research typically involves specifying a discrete 
popu lation for sampling of affected cases, with the non-case controls coming from the  
same population such that sources of variation in environmental conditions, host characteris-
tics, and at least some agent-exposures (e.g., ambient toxins) are constrained. After informed 
consent and recruitment, the primary suspected causal determinants are measured in an array 
of alternative potential determinants, often with sham hypotheses as well, and the assess-
ment approach is ‘blinded’ (i.e., completed without knowledge of case and control sta-
tus), although generally there are attempts to evaluate exposures pre-dating case onset. 
Thereafter, odds ratio estimates of relative risk (RR) are derived, currently with conditional 
or unconditional generalized linear modeling (GZLM) and logistic link for RR estimation 
and statistical adjustment for important covariates. For pragmatic reasons, controls within 
populations sometimes are matched to cases, which induces more balance in the moments 
of distributions for age, sex, self-identified ethnicity, and neighborhood of residence—that 
is, ensuring they are ‘held constant’ for RR estimation. (In this context, the ‘moments’ 
of a variable’s distribution refer to some familiar features such as (1) its mean, and (2) its 
variance, as well as some possibly less familiar features such as (3) its skewness and (4) its 
kurtosis. If the age distribution of controls in an epidemiological study is correctly matched 
to the age distribution of its cases, then these two distributions will have more or less the 
same mean, variance, skewness, and kurtosis. That is, the distributions will be balanced, 
just as one might seek to achieve when using randomization or random assignments in 
controlled trials.)

A genetics-matched case-control approach is realized when RR is estimated for disease-
discordant monozygotic (MZ) twin pairs, disclosing relative importance of environmental 
determinants. With matching, RR is estimated using conditional contingency table and logistic 
GZLM statistics.

Followup or ‘cohort’ approaches

Circumspect critics always find much to complain about in case-control studies, even when well-
established research guidelines are followed (Sanderson et al. 2007; Strengthening the Reporting 
of Observational Studies in Epidemiology, http://strobe-statement.org/index.php?id=available-
checklists, last accessed 27 February 2017). Even with ‘controlled retrospection,’ there can be 
temporal misalignment when case onsets occur before suspected causal determinants are assessed; 
pathological processes might distort values or measurements of the determinants under study. As 
an example, consider a study of monozygotic identical co-twins, one of whom has developed a 
schizophrenia-like psychosis whilst the other has not. Looking back, we see that the psychosis 
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case had been a frequent cannabis smoker; the discordant co-twin had not been. In addition to 
noting the possibility that the frequent cannabis smoking has caused the psychosis to occur, we 
have to account for why it is that the case-twin became a frequent cannabis smoker, but the 
non-case-twin did not smoke frequently. It is possible that an unfolding pathological process 
leading toward onset of the psychosis in the affected case-twin altered the reinforcing function 
of cannabis smoking and fostered persistence and increasing frequency. That is, it is the unfold-
ing pathological process, in the background, that accounts for both the increased frequency of 
cannabis smoking and the emergence of a psychosis, even if and when the cannabis smoking had 
nothing to do with psychosis onset. The co-twin is unaffected and did not become a frequent 
cannabis smoker because the co-twin had no unfolding pathological process in the background.

Some judge that longitudinal followup or cohort studies are superior for RR estimation, 
with temporal misalignment possibly removed by first measuring a suspected exposure, sampling 
on values of that exposure, and subsequent followup to ascertain newly incident cases occurring 
after exposure. Thereafter, disease rates and RR are estimated (e.g., via GZLM).

Several validity threats may appear. First, many pathologies develop silently and slowly. These 
disease processes might account for agent-exposure as observed at first assessment. Murray et al. 
(1983) discuss that sustained acetaminophen use might cause interstitial nephritis and end-stage 
renal disease (IN, ESRD), but headache early in IN/ESRD pathological processes can prompt 
acetaminopen use. This ‘confounding by indication’ can be hard to remove even in the best phar-
macoepidemiological followup studies. Second, genetic or early-life susceptibility traits might 
account for sequenced occurrence of (1) suspected agent-exposures and (2) the hypothesized 
disease outcome, as is suspected to explain currently debated cannabis-psychosis associations 
(Anthony et al. 2017), unless the explanation is an unfolding of a pathological process that drives 
both cannabis-smoking frequency and occurrence of a psychosis, as outlined above. (Here, we 
have an example of a spurious agent–disease correlation such that there is a background condition 
or process that accounts for co-occurrence of two interdependent happenings: (1) agent-exposure 
and (2) disease outcome.) Furthermore, unlike the ‘one-time-assessment’ case-control approach, 
all contemporary followup studies face biased RR estimates from differential sample losses during 
followup, as participants lose interest or otherwise disappear from view and cannot be tracked 
down. Also, except for absorbing variables (such as dead/alive), repeat measurements can be 
reactive; the first measurement act can change future measurement values artifactually (Anthony 
2010; Seedall & Anthony 2015). To illustrate, in many drug dependence studies with repeated 
measurements, the respondent first is asked about lifetime frequency of use. Individuals with no 
use of the drug are not asked to complete the dependence syndrome assessment for that drug, and 
often a threshold will be set such that dependence is assessed only when the lifetime frequency 
threshold has been surpassed. For tobacco cigarettes, a common lifetime frequency threshold is 
100 cigarettes smoked; for heroin and other drugs, using it more than five times in the lifetime 
(Heyman 2013). Upon reflection, alert respondents can learn that our survey assessment sessions 
will become longer in relation to which drugs have been used on more than five occasions. For 
each drug subtype used more than five times, they will get another dependence assessment mod-
ule. We have learned that when our field workers return to make the followup assessments (e.g., 
after one–three year intervals), some respondents recall this ‘response cost’ of acknowledging such 
drug use, and they contradict the report given at the time of the original measurement in order 
to shorten the second assessment session. When this happens, the first measurement is a ‘reactive 
measurement’ that changes subsequent measurement values artifactually.

A balanced appraisal of accumulated evidence from case-control and followup studies on 
the tobacco–cancers association can be seen in Haenszel (1966), 15 years after the Maxcy 
text’s omissions:
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In the early days when all the evidence was derived from controlled retrospective 
[case-control] studies (and one could have reservations about the adequacy of the study 
designs and choice of controls) there was serious question as to whether the results cor-
rectly reflected a true difference in [lung cancer] risk between smokers and non-smokers 
(in the observational sense) or were merely artifacts arising from defects in study proce-
dures. The confirmation by three forward [followup] studies of the retrospective results 
seems to have disposed of the possibility that the early findings were statistical artifacts. 
. . . There is now general agreement on the truth of the observation that persons smok-
ing one pack of cigarettes or more a day have a lung cancer risk about 16 times that of 
non-smokers. . . . What is still in dispute is the interpretation as to whether this repre-
sents cause and effect or merely reflects an indirect association with other characteristics 
or attributes of smokers [as might be] responsible for the higher lung cancer risks.

pp. 426–427

Haenszel went on to summarize evidence on tobacco smoking as a lung-cancer cause, making 
three points: (1) the robust size of RR estimates (e.g., RR=16), (2) the ‘dose-response’ regular-
ity of lung-cancer risk plotted by pack-years, and (3) observed reductions in lung cancer risk 
among smokers who quit smoking (Hammond & Horn 1958). In these few statements, Haenszel 
articulated current guidelines epidemiologists later adapted to form ‘chains of inference’ leading 
from collected observations toward community work that encourages active smokers to set quit 
dates and to complete medication-assisted smoking cessation programs.

Case-crossover approaches

“What source accounts for agent-exposure of exposed individuals and non-exposure of non-
exposed individuals?” We already confronted this challenging question on pages 259–260 and 
its example of using a discordant co-twin design to study the cannabis–psychosis association. 
In that context, we note that an underlying susceptibility trait or pathological process might 
account for agent-exposures in some individuals, but not others. This challenging question also 
confronts anyone using between-individual observational research approaches outside the con-
text of co-twin designs, including the case-control and followup study designs just reviewed.

Table 21.1  Illustration of analysis approach for case-crossover data using a simplified Mantel-Haenszel 
matched-pair odds ratio estimator

Exposure to triggering-event 
during the Hazard Interval

No Yes

Exposure to the triggering-event 
during the Control Interval

No n11 n12

Yes n21 n22

Notes:
1 Odds ratio (OR) is calculated as OR = n12/n21.
2 Standard deviation can be calculated as ln(OR) = (1/n12 + 1/n21)^1/2.
3 Cells n11 and n22 do not contribute to OR estimation.
4  When the hypothesized triggering-event is ‘absorbing’ (occurs once and only once), cell n22 is a 

structural zero.
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In the next section we will see some examples of using random assignment to allocate agent-
exposures to some individuals, but not to others. In these examples, it is randomization that 
accounts for agent-exposures in the exposed and for non-exposure in the non-exposed.

There is yet another way to address this challenging question, which involves the epidemio-
logical case-crossover approach and its harnessing of ‘subject-as-own-control’ logic. That is, for 
each participant in case-crossover research, we have an ‘n-of-1’ experiment in which we ask 
this kind of question: “Was there anything atypical that the affected victim was doing just before 
onset of the disease?” By building up multiple replications of these ‘n-of-1’ experiments, we try 
to estimate the degree to which an exposure occurring just before the onset of the disease might 
be accounting for an excess risk of that disease outcome.

The case-crossover approach is most suitable for tests of ‘triggering’ hypotheses, as in the 
hypothesis that an agent-exposure is triggering abrupt disease onset, but the concept of ‘abrupt’ 
is somewhat relative and will vary, outcome by outcome, based on judgments made about the 
nature of the pathological process linking exposure and outcome-event. For example, if the 
hypothesis is that being distracted by an incoming mobile phone call might cause a driver to 
have a car crash when the crash otherwise would not happen, the pre-crash ‘hazard’ interval 
almost surely would be specified as a matter of minutes before the crash. The exposure question 
involves whether an incoming call is received during that short interval just before the crash 
has occurred. The ‘control’ interval then is specified as a randomly sampled discrete alternative 
interval of the same duration, chosen to be representative of the case’s life-experiences in the 
vicinity of the crash-event, but with no overlap into the hazard interval. In order to estimate 
the exposure–disease association using a ‘odds ratio’ type statistic, we would look at each car 
crash driver’s experience (e.g., as manifest in the mobile phone company’s records) and check 
whether there had been an incoming call to that driver during the hazard interval, but no such 
call during that driver’s control interval. This number of exposure-discordant drivers, with 
this pattern of ‘exposure-positive, exposure-negative’ (E+, E-), is one that tends to favor the 
phone–crash hypothesis. In contrast, consider that there generally will be at least one driver 
who has had no incoming call during the hazard interval but who receives an incoming call 
during the control interval. This number of ‘exposure-discordant’ drivers, with this pattern of 
‘exposure-negative, exposure-positive’ (E-, E+) is one that tends to favor the alternative null 
(no triggering) hypothesis. The ratio of these two numbers, (E+, E-) cases divided by (E-, E+) 
cases, provides a test of the triggering hypothesis, with the size of the ratio used to provide an 
estimate of relative risk.

To re-cap, in practice, for case-crossover research, after specification of study populations, 
surveillance identifies newly incident cases. For each detected case, measurements assess whether 
agent-exposure occurred during a ‘hazard interval’ just before case onset, or during each case’s 
pre-specified ‘control interval’ of equivalent duration. The logic follows thinking that if an 
agent-exposure triggers the case onset, then observed exposure odds for the hazard interval 
should exceed expectation based on exposure odds during the control interval.

One of the most attractive features of epidemiological case-crossover research is the use 
of the subject as his/her own control. This approach finesses a question that always bedevils 
behavioral genetics research on MZ co-twins, when the goal is to identify environmental deter-
minants of disease outcomes. In these MZ co-twin studies, relative risk estimation is based on 
the number of twin pairs with an exposed case and with an non-exposed co-twin control (E+, 
E- discordance), divided by the number of twin pairs with an exposed co-twin control and a 
non-exposed case (E-, E+ discordance). The ‘fly in the ointment’ unanswered question in these 
between-individual studies is this: “Why did one twin get exposed when the other MZ co-twin 
did not get exposed, even though both twins shared genetic vulnerability traits and many facets 
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of environment up to the time of the study?” The epidemiological case-crossover approach, 
with its within-individual approach, also matches for all genes (by virtue of a ‘subject as own 
control’ design), and in addition it matches for all environmental experiences (and for gene-by-
environment interactions), up to the time of the study interval. In this sense, more than is true 
in behavior genetics research on MZ co-twins, the result of case-crossover research is enhanced 
control of genetic, epigenetic, and early-life determinants of the case outcome, as well as many 
gene–environment interactions. Self-matching in case-crossover research motivates conditional 
contingency tables, as illustrated in Table 21.1, or logistic GZLM for RR estimation.

Fairman and Anthony (2017) recently reviewed case-crossover studies pertinent to drug-
use disorders. They used the approach in tobacco research to study cigar smoking as a possible 
trigger-event for onset of smoking the cannabis-tobacco formulation known as a ‘blunt.’ This 
work is described on page 272.

Experimental approaches

Outside epidemiology circles, there is little awareness that the epidemiology discovery process 
often has included formal randomized controlled trials, including randomized trials of hypoth-
esized preventive interventions. Discussions of these ‘epidemiology experiments’ generally cite 
Jenner on smallpox, Lind on scurvy, and Goldberger on pellagra, all completed before 1920 
(Jukes 1989), although many epidemiologists (including John Snow) also experimented with 
non-human species. In 1966, Lilienfeld’s discussion of experiments was succinct, with focus on 
quasi-experimental contrasts of childhood rates of permanent teeth found with decay, missing-
ness (lost after eruption) or filled (DMF) in Newburgh and Kingston (New York), chosen for 
comparability in the pre-fluoridation era. In May 1945 the Newburgh community started water 
fluoridation; Kingston did not. Evaluated in 1954–1955, estimated age-stratified Newburgh 
rates of DMF teeth were substantially lower than corresponding Kingston rates (Lilienfeld 1966, 
p. 107).

Post-dating Lilienfeld’s 1966 review, many population-based tobacco-smoking prevention 
experiments have been completed, some with promising evidence of statistically robust reduc-
tions in cumulative incidence rates of becoming a newly incident tobacco smoker by mid-
adolescence (e.g., see Kellam & Anthony 1998). Attempts at replication have not always been 
successful (e.g., see Kellam et al. 2014).

Mathematical modeling approaches

Any serious review of epidemiological methods and models cannot omit mathematical mod-
eling of disease epidemics in human populations, given prominence of deterministic differ-
ential equation models for simulation of person-to-person disease spread introduced in the 
early 20th century, with later elaboration via stochastic modeling. Frauenthal (1980) provides 
undergraduate-level introductions to these models for those having the calculus.

One elaboration of these mathematical models in epidemiology can be seen in a relatively 
new area of ‘in silica’ research known as ‘Agent-Based Models’ (ABM). We can think of each 
ABM as a computational model of interactions between human agents within a hypothesized 
population that consists of heterogeneous units or sub-groups. An interaction of two individual 
hosts within the hypothesized population can be characterized as a micro-level interaction that 
gives rise to macro-level behaviors such as the sharing of drug compounds and experiences.

Although not yet a topic for epidemiological research, there is a hypothesis about persis-
tence of drug use after a first trial use by a naïve user, with a refinement of predictions that trial 
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use of the drug compound might be followed by drug-seeking and by a second trial with the 
drug if the experience is shared by two or more individuals (i.e., with potential social reinforce-
ment involved in the experience), versus a lower likelihood of drug-seeking and persistence 
of use when the first drug-using experience is ‘solo’ (that is, the drug user in isolation of oth-
ers). The ABM would not involve experimental administration of a drug to one naïve user 
versus two naïve users, but rather would involve setting up a computational model in order to 
simulate potential outcomes at the individual level and also in order to evaluate which types of 
individual drug experiences might be more likely to give rise to a community outbreak of use 
of the novel compound.

The ABM also hold promise for the study of drug markets with a mix of legal and ille-
gal wholesale and retail exchanges. They can bring into play heterogeneities that might be 
predicted to follow variations in locational placement of individuals or groups of individuals, 
their wealth, their social connections, and other facets of human experience such as cogni-
tive processes and motivations. The result of advanced ABM research should be a greater 
understanding of the ‘reservoirs’ out of which drug-agents emerge to come into contact with 
human hosts, as well as processes through which changes in shared environments can be cre-
ated, sometimes via exchange of tangible goods or services (e.g., trading sex acts for drugs), 
and sometimes via imitation processes or diffusion of innovations through social networks. 
Online tutorials can provide interested readers with more background information on ABM 
(www.openabm.org/faq-page).

In recent progress, agent-based computational models for tobacco smoking simulation stud-
ies have been devised. This work yields evidence that e-cigarette introduction may have mark-
edly less influence on population rates of tobacco smoking initiation, as compared with its 
influence on prevailing numbers of persistent smokers in a population (Cherng et al. 2016).

Illustrations from cross-sectional population surveys (‘transversal’ design)

Data from cross-sectional (transversal) population surveys of tobacco smoking and other 
drug use mainly have been used to estimate, for populations, how many individuals have 
ever used (or are current users), and to estimate correlational statistics disclosing whether 
drug-use rates vary across subgroups. What might surprise chapter readers is that properly 
designed and constructed cross-sectional surveys can yield satisfactory evidence approximat-
ing, and sometimes better than, evidence from studies designed, de novo, with case-control, 
followup, or case-crossover approaches. This section’s illustrations are meant to prompt new 
thinking about evidence still to be harvested from cross-sectional surveys pertinent to drug 
dependence syndrome.

In each illustration, the data are from recent US National Surveys on Drug Use and Health 
(NSDUH). Populations specified for NSDUH have encompassed all non-institutionalized civil-
ian residents aged 12 years and older living within the 50 states and District of Columbia, 
including non-household dwelling unit residents (e.g., college dormitories, homeless shel-
ters). Each year, NSDUH has drawn a new multi-stage area probability sample for completed 
informed consent and recruitment of sampled participants, typically with 70%+ participation 
levels. Thereafter, measurements mainly have been via audio-enhanced computer-assisted self-
interviews via portable laptop devices; quality control checks produced codebook-documented 
analysis-ready datasets. In the illustrations, except where noted, analysis-weighted statistical 
models are being used to estimate study parameters underlined below, with calculus-based 95% 
confidence intervals (error margins) to disclose statistical precision of estimates and statistical 
inferences at p<0.05.
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Figure 21.2  Example of ‘color drug showcard’ used in the 2014 United States National Survey on Drug 
Use and Health. (Public domain image of ‘Card A’ for prescription pain relievers. The 
color version may be viewed online.)

Source: http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads-protected/studies/ 
NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-DS0001-info/
NSDUH-2014-DS0001-info-questionnaire-showcards.pdf, last accessed 27 February 2017.

Figure 21.2 is an example of an NSDUH color drug ‘showcard’ used to enhance response 
validity of drug use assessments, here pertaining to prescription pain relievers used extra-medically. 
Parker and Anthony (2015) provide details about NSDUH materials and methods, including the 
construct of using a drug ‘extra-medically’ (i.e., outside boundaries set by approved indications 
and by prescribing clinician intent, such as ‘to get high’ or other such feeling states). Figure 21.3 

http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads-protected/studies/NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-DS0001-info/NSDUH-2014-DS0001-info-questionnaire-showcards.pdf
http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads-protected/studies/NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-DS0001-info/NSDUH-2014-DS0001-info-questionnaire-showcards.pdf
http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads-protected/studies/NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-DS0001-info/NSDUH-2014-DS0001-info-questionnaire-showcards.pdf
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Figure 21.3  Examples of computerized survey questions used to assess extra-medical use of prescription 
pain relievers in the 2014 United States National Survey on Drug Use and Health.

Source: Public domain at: http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads- 
protected/studies/NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-
DS0001-info/NSDUH-2014-DS0001-info-questionnaire-specs.pdf, last accessed 27 February 2017.

Note: DK/REF means the response was “Don’t Know” or “Refused.”

displays standardized NSDUH items used in 2014 to assess lifetime history of using prescrip-
tion pain relievers (PPR) extra-medically. Items not shown are used for measurements of age, 
month, and year of first and most recent extra-medical use, as well as details about recency and 
frequency of use, and routes of administration (e.g., via injection).

Case-control illustration

Illustrating how a case-control study can be nested within a cross-sectional survey design, 
Santiago-Rivera et al. (under review), who studied 620 newly incident heroin users identified in 
NSDUH cross-sectional surveys between 2003 and 2014, found 164 who had transitioned rap-
idly into a heroin dependence syndrome within 12 months after first heroin use and 456 non-
dependent users. Based upon covariate-adjusted logistic GZLM, neither being male nor ethnic 
self-identification (e.g., non-Hispanic White) predicted rapid-onset dependence (p>0.05), but 
injecting heroin signaled a 2.6-fold greater odds of becoming heroin dependent quite rapidly 
after heroin onset (p<0.004).

http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads-protected/studies/NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-DS0001-info/NSDUH-2014-DS0001-info-questionnaire-specs.pdf
http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads-protected/studies/NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-DS0001-info/NSDUH-2014-DS0001-info-questionnaire-specs.pdf
http://samhda.s3-us-gov-west-1.amazonaws.com/s3fs-public/field-uploads-protected/studies/NSDUH-2014/NSDUH-2014-datasets/NSDUH-2014-DS0001/NSDUH-2014-DS0001-info/NSDUH-2014-DS0001-info-questionnaire-specs.pdf
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In this illustration of a case-control approach to cross-sectional survey data, there is reason to 
judge that a followup study might produce estimates and conclusions not appreciably different 
with respect to male sex and ethnicity. The heroin injection odds ratio is an approximation of 
what might be seen in a followup study, in that some newly incident heroin users might have 
started injecting after onset of heroin dependence, rather than before dependence onset.

At this point in the chapter, it might be helpful to mention some of the limitations of epide-
miology, and the need to turn to a ‘clinical investigation’ approach without the stipulations of 
epidemiology’s canonically required pre-specifications of a study population. Consider epide-
miological sampling and assessment of any pre-specified study population. Except in countries 
such as Denmark, with a national identity card and its national registry of citizen-nationals and 
non-citizen legal residents, the sampling of a national level, state-level, or city-level study popu-
lation will require some form of multi-stage area probability sampling for which a ‘sampling 
frame’ is required down to the level of each individual’s dwelling unit. In a country such as 
the US, this ‘sampling frame’ will not necessarily include all of the heroin injectors or heroin 
dependence cases in the population. Some of them might be living under bridges and have no 
fixed dwelling unit address; these are ‘left-truncated’ heroin users, to use epidemiology’s techni-
cal term for individuals who are known to exist, alive, but who are not included in the sample of 
the study population. Some of them might have a fixed dwelling unit address (e.g., within a girl-
friend’s or boyfriend’s home), but would not be listed as a member of that dwelling unit when 
the field survey staff comes by to ask who lives in the household. That is, the adult household 
member responsible for saying who lives there might not think of that boyfriend or girlfriend as 
a member of the household. This is another example of left-truncation in any potential epide-
miological sample of heroin users. Finally, even when seriously involved heroin users show up 
in the sampling frame and on the dwelling unit roster, are sampled for the survey, and are alive 
on the date of sampling, they might not be alive when the staff member returns for assessment, 
or perhaps they have entered an institutional facility such as a prison or long-term treatment 
program. This would be an example of ‘left-censoring’ as distinct from ‘left-truncation,’ either 
of which represent forms of bias in estimation of epidemiological parameters of interest when 
we study either ‘starting’ or ‘stopping’ drug use. We can constrain these biases when the speci-
fied subpopulations of interest are newly incident drug users, and when the goal is to estimate 
the cumulative occurrence of drug dependence or addiction syndromes. These biases are much 
more difficult to constrain when the goal is to estimate quitting, recovery, or remission param-
eters. Box 21.2 of this chapter provides some additional detail on these topics, and our reasons 
to encourage clinical investigations in place of epidemiological investigations of what happens 
after a person has become drug dependent.

Followup approximation illustrations

During the mid-1980s, while conducting followup studies, our epidemiology research group 
became aware that our cross-sectional survey estimates for the risk of becoming a newly inci-
dent case affected by drug problems were not appreciably distant from our risk estimates based 
on the followup assessments. We decided to separate the estimation problem into two parts. In 
the first part, we estimated a parameter known as the ‘cumulative incidence proportion among 
survivors’ (CIPAS). Box 21.3 provides an overview of the CIPAS parameter and its relation-
ships with related epidemiological concepts such as the ‘attack rate’ observed after a point source 
agent-exposure (e.g., a luncheon where a contaminated food item is served). Where others use 
the term ‘lifetime prevalence’ we have used the term ‘cumulative incidence proportion’ and 
CIPAS (Lopez-Quintero & Anthony 2015).
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Box 21.3 Attack rates, lifetime prevalence, and CIPAS

In every epidemiologist’s ‘first course in epidemiology’ we learn about food-specific attack rates and 

the concepts of ‘cumulative incidence’ as well as the ‘incidence density’ function. The concept of an 

‘attack rate’ often is introduced in the context of a public health department’s food safety functions, 

and the task of identifying which food item might be responsible for an outbreak of gastroenteritis 

or a related illness after a ‘pot luck’ luncheon to which prepared food has been contributed from 

many kitchens. There is no real chance of a forward-looking study, with measurements of food 

consumption, item by item, before the luncheon. Instead, the sickness experience of the lunch-

eon attendees is reconstructed after the fact, often by having all attendees fill out a questionnaire 

or complete an interview about which food items were eaten and which illness symptoms were 

experienced. In some instances, this effort is incomplete because the first case of illness might not 

occur until several hours or days after the luncheon. Some of the luncheon attendees might have 

migrated back to their home communities. Others might be too sick to complete a questionnaire 

or interview. Rarely, some cases might have died before there is a way to assess what foods they 

have consumed.

The food safety epidemiologists learn how to secure a list of luncheon attendees and food pre-

parers, as complete as possible, and then to assess which items on a list of foods might have been 

consumed by each individual. This process makes it possible to create a ‘denominator’ for the food-

specific attack rate, which counts every individual who ate each specific food item. Typically, there 

is a separate ascertainment of illness cases in relation to a working case definition, which might be 

something akin to ‘vomiting and/or diarrhea’ and an effort to ensure that there is an unbiased assess-

ment of case status relative to food status.

For each food item, the denominator of exposed consumers is counted up, and, as of the time of 

the assessment, the epidemiologist counts up the cumulative number of illness cases who had been 

exposed to that food item. If any cases have died, the result is a ‘cumulative incidence proportion 

among survivors’ (CIPAS) and it typically is given the name of a ‘food-specific attack rate’ so as to 

distinguish it from the overall attack rate that describes the experience of all luncheon attendees who 

ate at least one food item. Most often, the number of decedents is small and can be ignored, as is the 

number of luncheon attendees from a distance and who could not be assessed to provide informa-

tion about the food consumption and illness experience. A separate form of incidence rate, known 

as the ‘incidence density,’ can be derived by estimating the occurrence of cases as a function of time 

elapsed since the luncheon, as the time interval under study approaches zero (i.e., borrowing from 

the calculus concept of a first derivative).

The investigation of the food safety epidemiologist proceeds by estimating food-specific attack 

rates for each food item, and looking for differences in attack rates for subgroups defined by what 

they ate and what they did not eat. In a famous epidemiology laboratory exercise, the outbreak can 

be traced to egg salad consumption, and implicatively back to an infective agent such as Salmonella, 

because there is a quite large difference in the attack rate for those who did versus those who did 

not eat the egg salad at the luncheon. For almost all other food items, there is no difference between 

attack rates for those who did versus those who did not eat each food item.

Roughly 60 years ago, social scientists conducting a survey of mental illnesses in religious 

communities of the US decided to form similar attack rates, but apparently they were not aware 

of epidemiology’s traditional concept of an ‘attack rate’ and apparently they did not know that 

(continued)
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epidemiologists draw a sharp distinction between the ‘incidence’ of a condition (‘becoming a case’) 

versus the ‘prevalence’ of a condition (‘being a case’). Instead, they coined the term ‘lifetime preva-

lence’ in order to label a proportion akin to an attack rate for their study sample overall and for 

subgroups of their study sample. Psychiatrist-epidemiologist Ernest M. Gruenberg, an expert on the 

differences between incidence versus prevalence, reviewed their work and critiqued the concept of 

‘lifetime prevalence,’ labeling it as a ‘gimmick’ that served no useful function. Gruenberg appreci-

ated that ‘lifetime prevalence’ actually is a cumulative incidence proportion among survivors to the 

time of the field survey, and that it had more to do with an ‘attack rate’ than an ‘incidence den-

sity.’ Lopez-Quintero and Anthony (2015), in a recent study that harnesses the food-borne illness 

outbreak approach for research on drug dependence as might be attributable to specific drug com-

pounds, have described this history, as well as recent critiques of the ‘lifetime prevalence’ concept 

by experts who have urged ‘retirement’ of the errant concept.

(continued)

Next, after formalizing a CIPAS estimate in this fashion, and after completion of the cross-
sectional 1990–1992 US National Comorbidity Survey (NCS), we looked drug-by-drug and 
estimated CIPAS to gauge drug-specific probability of developing a dependence syndrome by 
age 54 years, recognizing that the cross-sectional estimates would be better for low lethality 
compounds such as cannabis. (Interpretation is more difficult for compounds such as heroin, 
and for individuals such as polydrug users, for whom death rates are larger; see Lopez-Quintero 
et al. 2015.)

Estimated in this fashion, we found that for US community residents aged 18 to 54 years 
old, the NCS-estimated probability of developing a drug dependence syndrome varied drug 
by drug, as measured after the first occasion of extra-medical drug use. Among those who had 
smoked tobacco cigarettes at least one time, an estimated 1/3rd had developed tobacco depend-
ence. Among those who had tried heroin at least one time, irrespective of administration route, 
an estimated 1/4th to 1/5th had developed heroin dependence. Corresponding estimates for 
other drug subtypes were: cocaine (1/6th); alcohol (1/6th to 1/7th); amphetamines and stimu-
lants other than cocaine (1/9th), and cannabis (1/9th to 1/11th), as reported in Anthony et al. 
(1994).

In this instance, comparison of the NCS cross-sectional approximation with correspond-
ing estimates from the more recent National Epidemiologic Survey on Alcohol and Related 
Conditions (NESARC) followup study is possible only for cocaine and cannabis. Ignoring 
minor differences in diagnostic criteria and assessment procedures for these drug subtypes, we 
find overlap of the 95% confidence intervals (CI) for the cocaine and cannabis estimates, and no 
marked difference in the summary estimates for these proportions (Lopez-Quintero et al. 2011). 
Contrasts for tobacco and alcohol were not possible due to noteworthy differences in approach 
(e.g., a NESARC ‘gating’ approach for dependence on nicotine) and NESARC followup study 
estimates for heroin have not yet been published.

As for the second part of our estimation problem, in earlier work and in a series of 
more recent contributions, our research group has focused on the fairly rapid transition 
from first drug use until onset of specific drug dependence problems and on DSM-type drug 
dependence syndromes, with estimates derived from recent cross-sectional NSDUH surveys. 
Table 21.2 illustrates this example of an approximation of the age-specific incidence rates for 
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making a fairly rapid transition from the first extra-medical use of an opioid prescription pain 
reliever (PPR) into the fully formed opioid dependence syndrome—that is, with depend-
ence syndrome onsets occurring no longer than 12 months after starting to use PPR extra-
medically. Panels A and B, respectively, show age-specific estimates of these rapid-onset 
transition probabilities from each of six independent replication samples, and corresponding 
95% CI. At the bottom are meta-analysis summary estimates based on these six independent 
replication samples, showing point estimates that range from 3.6% to 7.4% for the age range 
from 12–13 years to 18–19 years, and a tangibly lower estimate of 2.4% among those with 
PPR onset delayed until 20–21 years (Parker & Anthony 2015).

Vsevolozhskaya and Anthony (2016) recently turned to a similar approximation for a 
very rapid transition from onset of tobacco smoking until formation of a tobacco cigarette 
dependence (TCD) syndrome, and used a functional analysis model to estimate Hill function 
parameters via cross-sectional NSDUH survey data on 1,546 newly incident tobacco ciga-
rette smokers identified for 2004–2013. In this instance, the estimated incidence rates were 
for the first three months after the first tobacco cigarette was smoked. Drawing upon prior 
estimates pertinent to male–female differences in rapid emergence of tobacco dependence 
clinical features (e.g., O’Loughlin et al. 2003), we hypothesized a female excess risk of the 
TCD syndrome once smoking frequency was adjusted statistically. The evidence contradicted 
our hypothesis about female excess. Among those smoking fewer than five days during the 
30 days before assessment, newly incident female smokers actually had lower TCD risk. No 
statistically robust male–female differences were found among newly incident smokers with 
a greater number of recent smoking days. In our self-critique and discussion of study limita-
tions, we drew attention to some issues of statistical power and precision. We suspect that 
our study’s relatively small numbers of very frequent users might have hampered our capacity 
to produce statistically precise dependence risk estimates for smokers who had progressed 
to near-daily or daily smoking within three months of the first cigarette (Vsevolozhskaya & 
Anthony 2016). Unlike some of the issues faced in design and conduct of epidemiological 
investigations, these are issues of research design that cannot be forecast with certainty until 
after the study data have been collected and analyzed. However, in this instance, we launched 
the study with an idea of a female excess risk and we had statistical power to detect that excess 
risk; we did not find a female excess risk.

Reflecting on studies of this type, we cannot claim that the cross-sectionally derived esti-
mates are more than approximations of what a followup study might yield. Nevertheless, these 
approximations provide starting values that are needed to plan future followup studies, and the 
estimates do not suffer biases associated with differential sample loss during followup. In addi-
tion, the ‘reactive measures’ problem described on page 260 can be avoided in a cross-sectional 
research design.

As we now consider future research designs that would have to deal with reactive meas-
urements and sample attrition, we think that a very large sample followup study with at least 
three quarterly followup assessments might be required to address issues of feedback loops 
in order to produce more definitive evidence than we were able to secure with our cross-
sectional design. The fundamental problem is that any incipient dependence process might 
drive up the frequency of smoking days during any given 30-day interval after smoking the 
first cigarette. Three ‘waves’ of followup assessment, at minimum, would be required to 
estimate these feedback loops, and, unless assumptions were made, five or more followup 
waves of assessment might be required (Vsevolozhskaya & Anthony 2016; Paxton et  al. 
2011; Richardson 1994).
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Case-crossover illustration

To illustrate case-crossover methods and statistical modeling based on cross-sectional NSDUH 
data from 2009–2013, we can turn to the Fairman and Anthony (2018) investigation of whether 
onset of tobacco cigar smoking might trigger newly incident onsets of the cannabis-tobacco 
formulation known colloquially as a ‘blunt’ (often a hollowed-out tobacco cigar then filled with 
cannabis herb), already mentioned on page 271, with a conditional contingency table layout 
shown in Table 21.1. The blunt formulation that combines cannabis herb with tobacco may be 
of special interest because this combination is widely used outside the US, and because blunt 
smokers seem to progress rapidly to higher levels of cannabis problem severity, as compared 
with cannabis smokers who do not smoke blunts (Fairman 2015).

For this case-crossover research, we took advantage of NSDUH assessments of month and year 
of onset of cannabis use (any form) and separately assessed month and year of first blunt smoking. 
Within the population samples, a total of 4,868 newly incident blunt smokers were identified. 
Almost all (n=3,493) had started blunt smoking in a month that was not the same as the month 
of first cannabis use (all forms). The vast majority started blunt smoking in a year other than the 
year of first cigar smoking, making them uninformative in case-crossover RR estimation, which 
is based on discordance of quite proximal hazard and control intervals, as shown in Table 21.1.

For case-crossover estimation of the cigar-blunts RR, the hazard interval was specified as 
the calendar month prior to the blunt onset month (i.e., t-1 month relative to blunt onset in 
month t), and 128 blunt smokers were found to have started cigar smoking during that hazard 
interval. Three alternative expectations were specified, with the first calendar month prior to 
the hazard interval as the primary control interval (t-2). When this primary control interval was 
used, 74 cigar initiates were found among newly incident blunt smokers, and the RR estimate 
was 1.7 (95% CI = 1.3, 2.3; p<0.001), such that the month after cigar-smoking onset serves as 
a month of excess risk for starting to smoke blunts in the US.

In the alternative control interval specifications, the strength of association increased. Using 
an expectation based on averaging the 1st through 11th months prior to the hazard interval (t-2 
through t-12), the RR estimate was 2.7 (95% CI = 1.9, 3.9; p<0.001). By setting the control 
interval as the next prior calendar month (t-3), the RR estimate was 2.9 (95% CI = 2.1, 4.2; 
p<0.001). Hence, all three alternative control interval specifications led to rejection of the null 
hypothesis, which gives some standing to the Fairman-Anthony cigar-blunt triggering hypoth-
esis. In this instance, RR are from unweighted sample data; analysis-weighted estimates do not 
differ appreciably.

Closing remarks

Many details and important contributions had to be left out of this relatively brief chapter on 
epidemiological methods and models used to study processes of becoming drug dependent. 
Most regrettable are (a) the cursory review of epidemiological contributions made by the many 
different important epidemiology research teams in this field, and (b) the emphasis upon studies 
completed by this author and his colleagues. Epidemics were mentioned, but the study of heroin 
and other drug epidemics had to be neglected completely in this handbook chapter, which also 
is regrettable.

Interested readers will find an especially comprehensive literature review of prior contribu-
tions by an array of international research teams in the journal article for which Lopez-Quintero 
and colleagues (2011) were responsible, with Anthony (1994) providing details on older studies 
from the 1960s through the 1980s.
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A GENETIC FRAMEWORK FOR 

ADDICTION
Philip Gorwood, Yann Le Strat, and Nicolas Ramoz

Introduction

It is now known that addiction to a substance results from the combination of genetic factors 
on one hand (the inherited vulnerability) and environmental factors on the other (frequency 
and modality of drug exposure, social and educational background) (Ducci 2012; Wang 2012). 
The same model could be applied to behavioral addictions (without substance), such as eating 
disorders, sex addiction, gambling disorder, video game playing, physical exercise, work addic-
tion (workaholism) or connected media use.

To get quickly to the point, there is no “gene of addiction” but genes of vulnerability that 
increase the risk to ultimately develop an addiction. The tools and strategies used for genetic 
research in addiction are the same as those developed for genetic diseases in general, with several 
specific difficulties. First, using genetics for the research devoted to addictive disorders heavily 
relies on an appropriate diagnosis, and this is not simple for many reasons. How should we assess 
a patient who has never had an experience with the studied addictive substance? A subject might 
indeed have such a high risk that he/she prevents themselves from experiencing any exposure 
to that substance (for example, children of alcoholics (COA)). Psychiatric comorbidity may 
be a factor explaining the diagnosis of addictive disorder much more than genes (for example, 
patients with bipolar disorder have a dramatically increased risk to dependence during lifetime). 
This last may be difficult to define as the outward manifestation of a specific phenotype because, 
in contrast to the “classic” genetic disorders due to mutations in one or several genes, some 
addictive cases are not due to genetic factors. Second, the definition of the addictive phenotype 
is not yet validated as a categorical phenomenon (yes or no), as there is a continuum as opposed 
to a sharp line between “no symptoms at all” to “full severity level.” As all studies are presently 
relying on diagnoses that are therefore based on qualitative judgement, it may be that we lose 
the largest part of the genetic information with such a method.

However, the influence of genetic factors in addictive behaviors, as well as the ability to 
develop a “substance use disorder” (the older concepts of abuse and dependence were replaced 
by these terms in DSM-5), is now widely described and agreed (Le Strat 2008a; Bierut 2011; 
Ramoz 2015). The involved genetic factors may be expressed at different moments in a person’s 
life to explain the vulnerability, sometimes leading to an addictive disorder.
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Genetic component: heritability in addiction

Epidemiological studies have clarified the respective contributions of genetic and environmen-
tal components in addiction. A familial aggregation for addiction is widely reported: that is, a 
tendency to observe the pathology most frequently in relatives of sick patients than in healthy 
subjects. Furthermore, the studies on adopted children and the comparisons of the concordance 
rate in “identical twins” (monozygotic twins, who share the same genome) versus “fraternal” 
twins (dizygotic twins, who share up to 50% of the same genome) have demonstrated the pres-
ence of genetic factors involved in addiction. Thus, a genetic component is suspected because 
the biological parents of adopted patients are more frequently affected than the adoptive parents 
of healthy subjects, or when the monozygotic twins are more alike than dizygotic twins for the 
analyzed addictive disorder.

The heritability (h²) is the proportion of phenotypic variance due to genetic factors and is 
easily estimated from concordance rates (the concordance for the disease in monozygotic versus 
dizygotic twins). A review reports an average heritability of around 70% for cocaine and opioids 
dependence, 60% for alcohol or tobacco dependence and 40% for hallucinogens (Ducci 2012). 
For a comparator, several predisposition genes have already been identified in diabetes, although 
its h² ranges between 30–60%, i.e., less than in many addictive disorders. This observation sug-
gests that it is indeed possible to identify the involved genetic factors through the comparison 
of affected cases and healthy controls (case-control design) or in families for which at least one 
subject has an addictive disorder (family-based approach).

The genetics of addictive disorders is probably complex, and could be oligogenic (few 
genes are involved) or polygenic (many genes are significantly involved), or, in only rare 
exceptions, it may have a monogenic origin (one gene only). There are two human genetic 
models that explain how each gene or locus (a specific region of the genome) can impact the 
risk of a complex disorder such as addictive disorders. These models are called “common dis-
ease/common variant” (CDCV) and “multiple rare variants” (MRV) (Figure 22.1). Together 
they form the allelic spectrum that could explain the continuum of patients with addictive 
disorder. The CDCV model puts forward common genetic variants (allelic frequency >5%) 
that confer a modest genetic relative risk (≤1.5) toward developing a complex trait. The 
MRV model proposes that many different rare genetic variants (frequency ≤1%) confer a very 
strong genetic relative risk (≥10) toward developing a complex trait. The rare variants (and 
rare effects) are very difficult to identify because they require the screening of hundreds of 
thousands of subjects.

While the tools for sequencing of the human genome have greatly evolved and are used 
at a high-throughput, they are nonetheless used rarely, especially in addiction, due to their 
expensive cost and the length of time that is needed for data analysis. The genetics of addictive 
disorders therefore uses different tools and strategies, widely provided for human genetics.

Strategies and methods of genetic analysis

Two complementary approaches can be implemented to identify genetic factors in addiction. 
The first strategy, appropriate for when one has no information about the biological origin of 
the disorder, is called “reverse genetics”. It consists in screening genetic markers covering the 
entire genome (genetic variants that are roughly present every 1.000 base pairs on the whole 
genome) in the goal to discover a locus (a chromosome region) that could be involved in the 
disorder (because at least one of these markers is more often present in patients than in controls, 
or is inherited by affected family members and not inherited by unaffected family members). 
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Figure 22.1  Expected distribution of genetic variants according to their effect size in complex diseases, 
including addictive disorders, according to the models “common disease/common variant” 
and “multiple rare variants.” The “allelic frequency” is indicated in abscissa from rare 
(lower than 1%) to common (upper than 5%). The vertical axis or “effect size” indicates 
the relative genetic risk conferred to the disorder from small (lower than 1.5 times) to large 
(over 10 times). Considering the number of screened patients and the technique (GWAS or 
sequencing), four types of genetic disorders can be distinguished as indicated in the bubbles.

This locus (region) is then analyzed to detect the genes that it contains, as they could potentially 
be involved. The second strategy is called the “candidate gene” study or the “classic genetics” 
study. It searches for mutations or screens for polymorphic markers in one (or more) gene(s) 
selected for their (potential) role in an addictive disorder. These strategies are based on the study 
of population cohorts (cases versus controls) or of familial cohorts that may rely on the “trios” 
(one patient, the father and the mother), “siblings” (an affected individual and his affected sib-
ling), or on “multiplex families” (several affected subjects in at least two generations). When the 
clinical cohorts are available, several genetic and statistical tools (linkage, linkage disequilibrium, 
associations) are used to identify the genes involved in addiction, and each method has advan-
tages and limitations.

Genetic linkage

The genetic linkage analysis (linkage) is used to locate one or more chromosomal regions or 
loci that do not segregate with the disorders in families (Figure 22.2). This means that when 
an allele (one form of the genetic variant) is more frequently transmitted only to affected fam-
ily members than it would be by chance, and less frequently transmitted only to unaffected 
members than it would be by chance, then this co-segregation (co-transmission) of the allele 
and the disorder points in favor of a significant role of this allele in the disorder. Linkage analy-
sis is performed on a candidate region or the entire genome to identify all loci and discover 
the role of known genes – but also potentially to discover new ones in the addictive disorder. 
Genome scans were made possible thanks to the availability of different maps of the human 
genome based on genetic variations (especially single nucleotide polymorphisms or SNPs). 
There are two methods of linkage analysis: parametric and nonparametric. The parametric 
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analysis requires an exact genetic model for various parameters such as the mode of Mendelian 
transmission (recessive, dominant or co-dominant), the prevalence of the disease, the frequency 
of the deleterious allele, the expressivity of the disease, and the allele frequencies of the markers 
genotyped. However, since these parameters are not known for many complex diseases, such a 
parametric analysis is often not feasible. In such cases, a nonparametric analysis is used instead. 
The nonparametric analysis does not refer to any fixed genetic model. This method is thus 
better suited for the study of loci involved in multigenic diseases such as addictive disorders. In 
return, it does not use some information that may be available and in fact very useful (family 
cohorts and parameters): the price to pay is that its statistical power is low compared with para-
metric methods. The genetic linkage analysis has been successfully used in monogenic disorders 
(one to one gene–disease mapping) but it is less helpful to identify genes involved in complex 
disorders such as addictive disorders. Indeed, with an unclear definition of what an addictive 
disorder is (apart from a list of unspecific diagnostic criteria), together with the imprecise divi-
sions between the different addictive disorders (because of their high comorbidity), and strong 
influence of cultural background (at least for the facility to get the addictive substance), many 
parameters are not known. When using parametric approaches with such unknowns, it is neces-
sary to test many models to see which one best fits the data, a procedure that increases the risk 
of false positive results because of chance findings.

Linkage disequilibrium

Analysis of linkage disequilibrium (Linkage Disequilibrium, usually referred to as “LD”) tests 
whether one or more genetic markers are linked and located in the vicinity of the locus involved 
in the disease, in family cohorts or within populations. Indeed, a given phenotype can be 
influenced by a specific allele variant, and polymorphisms in the neighborhood should also be 
linked to it, if they are in LD. In the absence of selection, population heterogeneity, or other 
confounding traits, LD should be theoretically correlated linearly with the distance between 
the disease locus and marker. According to the chromosomal regions and markers, the link-
age disequilibrium varies. Markers segregate into blocks by specific combinations of alleles or 
haplotypes that have limited diversity and high linkage disequilibrium value. The genotyping 
of a few markers becomes sufficient to analyze a given locus. The markers studied in linkage 
disequilibrium studies, but also in association studies, are generally polymorphisms affecting 
only one nucleotide acid, called single nucleotide polymorphisms or SNPs, as they are very 
widespread (in the human genome every 600 nucleotides on average) and easy to genotype. 
The SNPs are selected based on their information – namely, their allelic frequency, frequency 
of heterozygosity, their location in the genome, their linkage disequilibrium in a population of a 
given ethnicity – which is available in the databanks of the international consortium HAPMAP 
(https://hapmap.ncbi.nlm.nih.gov/). The linkage disequilibrium study, as a genetic linkage, 
gives information on the physical position of the locus of dependence, more than it does infor-
mation pertaining to a causal relationship between the marker and addiction, in contrast to 
association studies.

Association studies

The association studies compare the incidence in a population of patients with two or more 
variables, usually the phenotype and genotype, with the expected frequency by chance only 
(Figure 22.2). This expected frequency is given by the population of healthy individuals or 
controls in the event of a case-control association, or the frequency of transmission of alleles 
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of parents towards the proband in the approaches of family associations. These two types of 
association studies may be applied to a genetic marker or a combination of several markers 
(haplotypes).

Case-control association studies compare the allele (or genotype) frequency of patients (with 
the disorder or trait under study) with that of matched controls (without the disorder or trait 
of interest). A significant excess of an allele (or a genotype) in patients means that this allele 
(or genotype) is associated with the disorder. A simple χ2 test determines the existence of a 
significant association with usually a risk value threshold of 5% error (called type I error). The 
measure of association may be discrete (i.e., presence or absence of a significant association) or 
continuous (i.e., relative risk and odds ratio). The relative risk (RR) is a ratio of the frequency 
of the “vulnerability” allele in the patient group to the frequency of this allele in the control 
group. The odds ratio (OR) is the ratio of the “vulnerability” allele in patients and controls to 
the ratio of the “non-vulnerability” allele in patients and controls. In conclusion, the study of 
case-control associations is a useful methodological tool that represents a powerful statistical test. 
However, the major limitation of this analysis comes through stratification of the population, 
for example when cases and controls are not of the same ethnic origin or sex. In this case, the 
difference of allele frequency in patients and healthy controls is not explained by the disorder 

Figure 22.2  Case-control association studies (left) and family-based linkage studies (right). In genetics, 
the circle symbolizes women and the square represents men. Open circles and squares are 
healthy controls and filled in circles and squares are affected patients. Thus, families can be 
drawn such as in the example in the right part of the figure (including the deceased parents 
indicated with a diagonal bar). By counting the alleles of each subject and by comparing 
patients to controls using a simple chi-square analysis, the role of this allele (association 
study) can be demonstrated. Different approaches are used to solve the stratification bias, 
one of them being the family association study.
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(present versus absent) but by an unequal distribution of subjects with a different genetic back-
ground in the two groups. For example, in France, subjects of Basque origin have many genetic 
specificities (it is a homogenous group of subjects with different allele frequencies) and cannot 
be phenotypically distinguished. Thus, if one detects a high frequency of a rare variant in a 
group that contains subjects of Basque origin, it will be difficult to ascertain whether the variant 
is attributable to the disorder under study rather than to the Basque origin.

The transmission disequilibrium test (TDT) is another statistical method used in associa-
tion studies, which takes into account families whose parents are heterozygous for the genetic 
marker studied. The TDT measures an excess allele transmission from parents to affected 
offspring, compared with the distribution due to chance, when that chance would be one in 
two. The main limitation of the TDT is the mandatory use of complete families, or trios at 
minimum, because families missing a parent introduce bias. To solve this problem, a TDT 
of sibling pairs was designed (Sibs-TDT and S-TDT). The S-TDT compares allele frequen-
cies among dependent children with siblings to those unaffected, to measure the difference 
(the discordant pairs to share the susceptibility allele less frequently than if this was due to 
chance alone). Since some complex pathologies, like substance use disorders, may be better 
described as a continuous variable, from normal (abstinence or recreative use) to the most 
severe form of addiction, an association test for quantitative traits (Quantitative-TDT) was 
established. Finally, the intrinsic information for families, such as their overall size, whether or 
not they contain a particularly large set of siblings, or whether or not they are extended so as 
to include several generations and/or cousins, was also taken into consideration in the siblings 
disequilibrium test (Pedigree Disequilibrium Test) or in software such as FBAT (Family-
Based Association Test).

Pan-genomic screening: the Genome-Wide Association Study (GWAS)

Technological developments now allow an automatic genotyping at high throughput with 
300,000 to 1.2 million SNPs simultaneously in a subject, thanks to DNA chips or microarrays. 
This method of pan-genome scan (GWAS) can be applied to large patient populations, of at 
least 1,000 affected subjects and controls, or family cohorts (patients and relatives) of the same 
size. The number of individuals included is critical to the statistical power of the associations 
that can be identified in the GWASs. Indeed, given the large number of SNPs genotyped, 
the significance level of the association must be corrected for the number of tests and prefer-
ably fixed at about 10-7 (without real consensus to date). Numerous GWASs have been made 
focusing on addiction, especially alcohol dependence and tobacco dependence, and among 
thousands of patients and controls that have been recruited through international consortia.

Sequencing and analysis of exome Genome-Wide Exome  
Sequencing (GWES)

The advent of the whole human genome sequencing in the early 2000s led to the development 
of new high-throughput sequencing technologies (Next-Generation Sequencing or NGS). This 
allows researchers to sequence all exons (about 190,000 in total) of the human genome. This 
strategy is called “exome sequencing”. This technique allows researchers to identify genetic 
variations of genes, particularly mutations, specifically the de novo mutations that may appear 
in a patient while they are absent in the parents. This analysis of the exome or Genome-Wide 
Exome Sequencing (GWES) is proposed as a diagnostic tool in common pathologies. It has 
begun to be used in research in addiction. However, GWES can only sequence about 1.5% 
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of the entire human genome and other variations that it cannot sequence, for example those 
located in the regulatory regions of genes, may impact on the disorder.

First genes involved in an addiction: the saga of tobacco and  
nicotinic receptor genes

According to the World Health Organization (WHO), the total of tobacco consumers is 1.3 
billion people leading to approximately 5 million deaths per year. In 2007, the first large-scale 
genetic analysis on nicotine dependence was carried out on 348 candidate genes, by genotyp-
ing 3,713 SNPs in 1,050 patients addicted to tobacco and 879 non-dependent smoker subjects 
(Saccone 2007). This study showed variants associated with nicotine dependence in the cluster 
of the genes CHRNA3, CHRNA5 and CHRNB4 coding respectively the subunits α3, α3 and 
β4, involved in the formation of nicotinic heteromeric receptors in acetylcholine (Figure 22.3).

The following year, a pan-genomic study by GWAS on several thousand patients with 
lung cancer, with and without tobacco dependence, also identified a genetic association with 
SNPs of these three genes. Exhaustive analysis of clinical data showed a much greater asso-
ciation between variants of these genes and the amount of smoking and tobacco addiction 
(Thorgeirsson 2008). In 2010, a GWAS of tens of thousands of smokers by three international 
consortiums confirmed the involvement of these genes in tobacco dependence (Liu 2010). The 
functional analysis of the SNP rs16969968, whose major G allele is changed in A that leads to 
the change of the aspartate amino acid at asparagine 398 in the α5 receptor, was associated with 
a significant effect. Indeed rodents carrying this allele showed a reduced activity of the nicotinic 
receptor (Bierut 2008). Finally, CHRNA3, CHRNA5 and CHRNB4 genes are expressed in the 
brain but also in the lungs, which would also explain their involvement in lung cancer. Thus, a 
common genetic pathway with different mutations on different receptors from the same family 
of nicotinic receptors, could lead to two phenotypes, addiction and lung cancer. It is probable 
that the same mechanism is implicated in both disorders as, in those carrying the vulnerability 
allele, tobacco both stimulates the cholinergic receptors in the nucleus accumbens, increasing 
the number of receptors (therefore requiring more smoking in order to relieve withdrawal 
symptoms), and also stimulates mitosis in the cholinergic cells of the lung, which might lead to 
cancer (which testifies to an absence of regulation of the mitosis phenomenon). A recent meta-
analysis involving 94,000 smokers observed that the variant rs16969968 of the CHRNA5 gene 
is also associated with an earlier age of smoking, as well as higher consumption (Hartz 2012). 
Thus, individuals who carry one copy of this variant double their risk for tobacco addiction, and 
those with two copies have their risk multiplied by three.

Figure 22.3  The genomic organization of the cluster of genes CHRNA3, CHRNA5 and CHRNB4 
on chromosome 15q 24–25 region. The coding strand for CHRNA3 and CHRNB4 is the 
reverse chromosomal strand indicated by the head of the arrow. The vertical bars indicate 
the exons of each gene.
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The cluster of associated genes (coding for α3, α5 and β4 subunits of cholinergic recep-
tors) has an estimated attributable risk of 14% for tobacco dependence (Tobacco and Genetics 
Consortium 2010). This finding in relation to addiction to tobacco is remarkable for such a 
complex and multifactorial disease, with no equivalence in other addictions, or even in any psy-
chiatric disorder. Challenging the involved phenotype (tobacco dependence) led to the dem-
onstration that other potentially overlapping disorders, such as schizophrenia and Parkinson 
disease, could also be involved, and further modulated by parent monitoring or the existence of 
a smoking partner (Gorwood 2017).

Since these publications, these genes and other coding for the α and β subunits of nicotinic 
acetylcholine receptors, like CHRNA4 and CHRNB3 genes, have been sequenced in tobacco 
dependence, and some mutations and rare variants have been identified (Thorgeirsson 2010; 
Olfson 2016; Thorgeirsson 2016). Furthermore, genes have also been investigated in addiction 
to other substances, including alcohol, opioid and cocaine (Haller 2014). Several GWAS found 
an association between the initiation of smoking and the functional variant rs6265 of the BDNF 
gene that encodes the brain-derived neurotrophic factor. These studies also reported an associa-
tion of the rs3733829 SNP of the CYP2A6 gene (implicated in the metabolism of nicotine into 
cotinine) and tobacco consumption, but also the development of lung cancer (Thorgeirsson 
2010, Tobacco and Genetics Consortium 2010).

Genes of the dopamine pathway in addiction

The addictive substances trigger pleasure, or may be used to relieve distress. Dopamine is the 
major neuromodulator for the balance between reward and aversion and it plays a key role 
in different components of drug addiction, e.g. the reinforcing effects of addictive drugs and 
their aversive effects. Several known genes are involved in the neurobiological dopaminergic 
pathway, leading different research teams to assess candidate gene variants associated with 
this pathway.

The most studied gene candidate for the dopaminergic pathway is the DRD2 gene that 
encodes dopamine D2 receptor. Among the DRD2 genes, one variant named TaqIA (SNP 
rs1800497) with A1 and A2 alleles, was found to be present in many addictions and especially 
in alcohol dependence. Thus, alcohol dependent patients carrying the A1 allele exhibit a hypo-
sensitivity of dopamine receptors and an increased vulnerability. However, this variant has been 
considered as a vulnerability gene for alcoholism in more than 60 case-control studies, involving 
about 20,000 participants, with conflicting results. In fact, the variant of the A1 gene DRD2 
polymorphism TaqIA may be a risk factor for experience with alcohol and other psychotropic 
substances and impulsive or compulsive behavior (Gorwood 2012; Le Foll 2009). Finally, the 
TaqIA polymorphism was found to be located at the 3’ region of the DRD2 gene, in a new 
ANKK1 gene, encoding an X-kinase protein that interacts with the D2 receptor to partly con-
trol its expression. The ANKK1 gene contains variants also associated with alcohol dependence 
(Yang 2007). Other variants of the DRD2 gene are also associated with alcohol, heroin and 
tobacco dependence (Gorwood 2012; Nelson 2013; Ma 2015).

Other dopamine receptor genes have been linked with drug addiction. Thus, several SNPs 
have been identified in the DRD1 gene, and ten association studies have been conducted to date 
on different substance addictions (alcohol use disorder, heavy smoking, and methamphetamine 
use), most of them with negative results. For the DRD3 gene, again most of the results are 
negative, except from an association with nicotine dependence that was detected in prelimi-
nary studies but requires further replication. The role of a variable number of tandem repeats 
(VNTR) polymorphism located in the third exon of the DRD4 gene is most convincing in 
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nicotine dependence and opioid dependence, while its association with alcohol use disorder is 
heterogeneous (Gorwood 2012; Le Foll 2009). The DRD5 gene is an exon that encodes the 
receptor and only rs7655090 is associated with withdrawal severity score in alcohol dependence.

Another gene of the dopaminergic pathway is the SLC6A3 (solute carrier family 6, 
member 3)/DAT1 (dopamine active transport 1), which codes for the dopamine reuptake 
transporter. Alcohol-dependent patients, who were carriers of the allele of nine repeats of 
the VNTR located in the 15th exon in the 3' non-coding region of the DAT1, had signifi-
cant rates of alcohol withdrawal complications (Le Strat 2008b).

The enzyme dopamine β-hydroxylase that converts the dopamine to noradrenaline is 
encoded by the DBH gene, which presents the SNP rs3025343 located in its upstream region 
that was found associated with smoking cessation (Thorgeirsson 2010).

Catechol-O-methyltransferase (COMT) metabolizes dopamine. The human COMT gene 
contains a functional polymorphism (Val158Met, SNP rs4680), with individuals carrying the 
Val allele having a 40% higher enzyme activity than Met homozygotes, at least in the frontal 
cortex. The COMT Val158Met variant represents a good candidate for association with addic-
tion (Tunbridge 2012). Studies between COMT and drug-addiction-related phenotypes have 
showed inconsistent results, meta-analyses considering alcohol or illicit drugs being negative. 
However, these studies were conducted in relatively small samples, with a high heterogeneity.

Genome-Wide Association Studies on addiction

Genome-Wide Association Studies (GWASs) offer the possibility to analyze hundreds of thou-
sands of single nucleotide polymorphisms in the absence of a priori assumptions in large popu-
lations of patients versus controls. The GWASs on alcohol dependence support the role of 
the gene GABRA2, which encodes the GABA receptor 2 subunit (Treutlein 2009; Gelernter 
2014; Samochowiec 2014). These studies also confirm the association of genes involved in the 
metabolism of alcohol, especially alcohol deshydrogenase 1B & 1C encoded by the ADH1B and 
ADH1C genes and the aldehyde dehydrogenase 2, gene ALDH2 (Wang 2012; Gelernter 2014).

The GWAS has been recently performed on three large independent cannabis dependence 
cohorts representing about 15,000 subjects (Sherva 2016). These studies found several SNPs 
significantly associated with cannabis dependence in novel candidate genes including a novel 
antisense transcript RP11-206M11.7, the solute carrier family 35 member G1, gene SLC35G1, 
and the CUB and Sushi multiple domains 1, gene CSMD1.

A GWAS on opioid dependence recently found an association, replicated in two independ-
ent cohorts, with several SNPs encompassing the CNIH3 gene, which encodes the cornichon 
family AMPA receptor auxiliary protein 3 (Nelson 2016). Interestingly, the most highly associ-
ated SNP rs10799590 is predicted to be functional in fetal brain at the epigenetic level, modify-
ing the binding of the transcription factor TAL1. In addition, it also influences brain response 
habituation, notably in the amygdala, as observed in vivo using functional IRM.

The functional non-synonymous SNP rs1799971 (A118G, Asn40Asp) located in the 
OPRM1 that encodes the mu opioid receptor was investigated in a large meta-analysis combin-
ing 28,000 European-ancestry subjects, to search for an association with substance dependence 
including alcohol, opioid, cannabis, cocaine and nicotine (Schwantes-An 2016). This study 
reports a modest protective effect of the G allele on general addiction to substances, suggesting 
that this polymorphism contributes to biological mechanisms that are shared across the different 
dependence substances.

Finally, to date, no GWAS has shown a significant association of SNPs on genes involved in 
the dopamine pathway, especially in the DRD2 gene. Thus, the meta-analysis of three GWASs 
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on alcohol dependence did not indicate polymorphisms among dopamine receptor genes in the 
top 25 SNPs significantly associated with this addiction (Wang 2011).

Conclusion

The important development of the human genetic tools coupled with the creation of national 
and international consortia to recruit large samples of dependent patients and controls have been 
successfully used in the genetics on addiction (Psychiatric GWAS Consortium 2010). The genes 
involved in the brain dopamine pathway have been found to be associated with dependence 
to several substances. The GWASs have demonstrated the role of variants of nicotinic recep-
tor genes in tobacco dependence and confirmed the involvement of the genes encoding the 
enzymes of degradation of ethanol in alcohol dependence. New biological pathways have also 
been identified by GWASs in cannabis and opioid dependences.

Furthermore, these high-throughput tools are now combined with new techniques to inves-
tigate the epigenetics in addiction (Robison 2011). Epigenetics is the study of gene expression 
modifications, in response to environmental factors or individual history but in absence of 
modifications of the DNA sequence. The genetic component in addictive disorders is about 
60% to 70%. However, genetic studies are able to explain only half of it. The same explanatory 
gap has been observed for other complex genetic disorders, leading the scientific community 
to suggest that there is a “hidden” genetics. In fact, most recent studies have found that some 
of the genetic polymorphisms associated with an addictive disorder are strongly influenced by 
epigenetic mechanisms. Epigenetics (the change of the expression of the genome, beyond and 
over its genetic sequence) is therefore an important area for further question, with many studies 
currently underway (Nelson 2016; Zhang 2014). Indeed, this field of research may constitute a 
nice reconciliation (the missing link) between the important role of many environmental fac-
tors (for example, being a victim of a sexual trauma during childhood increases for decades the 
level of methylation of the receptor for glucocorticoids, which helps to regulate the stress axis 
in humans, meaning that its functioning is impaired) and genetic factors (as the substratum of 
such methylation sites is purely genetic, an equivalent trauma will not have the same impact on 
everyone, as it will be different according to each individual’s genetic polymorphisms).

References
Bierut, L. J. (2011) “Genetic vulnerability and susceptibility to substance dependence”, Neuron 69(4): 

618–627.
Bierut, L. J., et  al. (2008) “Variants in nicotinic receptors and risk for nicotine dependence”, American 

Journal of Psychiatry 165(9): 1163–1171.
Ducci, F. and Goldman, D. (2012) “The genetic basis of addictive disorders”, Psychiatric Clinics of North 

America 35(2): 495–519.
Fergusson, D. M., et al. (2003) “Early reactions to cannabis predict later dependence”, Archives of General 

Psychiatry 60(10): 1033–1039.
Gelernter, J., et al. (2014) “Genome-wide association study of alcohol dependence: significant findings in 

African- and European-Americans including novel risk loci”, Molecular Psychiatry 19(1): 41–49.
Gorwood, P., et al. (2012) “Genetics of dopamine receptors and drug addiction”, Human Genetics 131(6): 

803–822.
Gorwood, P., et al. (2017) “Genetics of addictive behavior: the example of nicotine dependence”, Dialogues 

in Clinical Neuroscience 19(3): 237–245.
Haller, G., et al. (2014) “Rare missense variants in CHRNB3 and CHRNA3 are associated with risk of 

alcohol and cocaine dependence”, Human Molecular Genetics 23(3): 810–819.
Hartz, S. M., et al. (2012) “Increased genetic vulnerability to smoking at CHRNA5 in early-onset smokers”, 

Archives of General Psychiatry 69(8): 854–860.



A genetic framework for addiction

285

Le Foll, B., et al. (2009) “Genetics of dopamine receptors and drug addiction: a comprehensive review”, 
Behavioural Pharmacology 20(1): 1–17.

Le Strat, Y., et  al. (2008a) “Molecular genetics of alcohol dependence and related endophenotypes”, 
Current Genomics 9: 444–451.

Le Strat, Y., et al. (2008b) “The 3' part of the dopamine transporter gene DAT1/SLC6A3 is associated 
with withdrawal seizures in patients with alcohol dependence”, Alcoholism: Clinical and Experimental 
Research 32(1): 27–35.

Liu, J. Z., et  al. (2010) “Meta-analysis and imputation refines the association of 15q25 with smoking 
quantity”, Nature Genetics 42(5): 436–440.

Ma, Y., et al. (2015) “The significant association of Taq1A genotypes in DRD2/ANKK1 with smoking 
cessation in a large-scale meta-analysis of Caucasian populations”, Translational Psychiatry 5: e686.

Nelson, E. C., et  al. (2013) “ANKK1, TTC12, and NCAM1 polymorphisms and heroin dependence: 
importance of considering drug exposure”, JAMA: Journal of the American Medical Association: Psychiatry 
70(3): 325–333.

Nelson, E. C., et al. (2016) “Evidence of CNIH3 involvement in opioid dependence”, Molecular Psychiatry 
21(5): 608–614.

Olfson, E., et  al. (2016) “Rare, low frequency and common coding variants in CHRNA5 and their 
contribution to nicotine dependence in European and African Americans”, Molecular Psychiatry 21(5): 
601–607.

Psychiatric GWAS Consortium (2010) “A framework for interpreting genome-wide association studies of 
psychiatric disorders”, Molecular Psychiatry 14(1): 10–17.

Ramoz, N. and Gorwood, P. (2015) “A genetic view of addiction”, Médecine Sciences (Paris) 31(4): 432–438.
Robison, A. J. and Nestler, E. J. (2011) “Transcriptional and epigenetic mechanisms of addiction”, Nature 

Reviews Neuroscience 12(11): 623–637.
Saccone, S. F., et al. (2007) “Cholinergic nicotinic receptor genes implicated in a nicotine dependence 

association study targeting 348 candidate genes with 3713 SNPs”, Human Molecular Genetics 16(1): 
36–49.

Samochowiec, J., et  al. (2014) “Genetics of alcohol dependence: a review of clinical studies”, 
Neuropsychobiology 70(2): 77–94.

Schwantes-An, T. H., et al. (2016) “Association of the OPRM1 variant rs1799971 (A118G) with non-
specific liability to substance dependence in a collaborative de novo meta-analysis of European-ancestry 
cohorts”, Behavior Genetics 46(2): 151–169.

Sherva, R., et al. (2016) “Genome-Wide Association Study of cannabis dependence severity, novel risk 
variants, and shared genetic risks”, JAMA: Journal of the American Medical Association: Psychiatry 73(5): 
472–480.

Thorgeirsson, T. E., et al. (2008) “A variant associated with nicotine dependence, lung cancer and periph-
eral arterial disease”, Nature 452(7187): 638–642.

Thorgeirsson, T. E., et al. (2010) “Sequence variants at CHRNB3-CHRNA6 and CYP2A6 affect smok-
ing behavior”, Nature Genetics 42(5): 448–453.

Thorgeirsson, T. E., et al. (2016) “A rare missense mutation in CHRNA4 associates with smoking behav-
ior and its consequences”, Molecular Psychiatry 21(5): 594–600.

Tobacco and Genetics Consortium (2010) “Genome-wide meta-analyses identify multiple loci associated 
with smoking behavior”, Nature Genetics 42(5): 441–447.

Treutlein, J., et al. (2009) “Genome-wide association study of alcohol dependence”, Archives of General 
Psychiatry 66: 773–784.

Tunbridge, E. M., et  al. (2012) “The role of catechol-O-methyltransferase in reward processing and 
addiction”, CNS & Neurological Disorders Drug Targets 11(3): 306–323.

Wang, J. C., et al. (2012) “The genetics of substance dependence”, Annual Review of Genomics and Human 
Genetics 13: 241–261.

Wang, K. S., et al. (2011) “A meta-analysis of two genome-wide association studies identifies 3 new loci 
for alcohol dependence”, Journal of Psychiatric Research 45(11): 1419–1425.

Yang, B. Z., et al. (2007) “Association of haplotypic variants in DRD2, ANKK1, TTC12 and NCAM1 
to alcohol dependence in independent case control and family samples”, Human Molecular Genetics 16: 
2844–2853.

Zhang, H., et al. (2014) “Identification of methylation quantitative trait loci (mQTLs) influencing pro-
moter DNA methylation of alcohol dependence risk genes”, Human Genetics 133(9): 1093–1104.



286

23
CHOICE IMPULSIVITY
A drug-modifiable personality trait

Annabelle M. Belcher, Carl W. Lejuez,  
F. Gerard Moeller, Nora D. Volkow, and Sergi Ferré

Introduction

Impulsivity is defined as a predisposition toward rapid, unplanned reactions to internal or 
external stimuli with little regard for the negative consequences to the individual or others 
(Moeller et al. 2001). This facet of behavior is highly relevant for a host of psychiatric disorders 
where the ability to govern and refrain from committing rapid, unplanned reactions is objec-
tively diminished; and substance use disorders (SUD) may represent the most prominent exam-
ple. Considerable research has shown that individuals with SUD have poor impulse control in 
a variety of self-report measures and behavioral laboratory tasks (Kjome et al. 2010; MacKillop 
et al. 2011; Hamilton et al. 2015a, 2015b) and that the function of the neurobiological sub-
strates of impulse control is altered in these individuals (Volkow et al. 2011; Ersche et al. 2012). 
Among a host of other mitigating factors that are broadly encompassed by environment and 
genetics, research on impulse control increases the understanding of the conditions that pre-
cipitate the maladaptive choice to use drugs. This research has provided evidence for arguments 
that addiction is not completely volitional, consistent with the definition of impulsivity as an 
uncontrolled reaction to salient stimuli.

Strong evidence suggests an important genetic contribution to SUD vulnerability, with epi-
demiological studies providing heritability estimates of ~50% (Kendler et  al. 2012). Yet tra-
ditional molecular genetics approaches have been largely unsuccessful in identifying specific 
causal roles for genes, and many researchers have turned their search for genes to the identifica-
tion of endophenotypes, understood as simpler clues to genetic underpinnings than the disease 
syndrome itself (Gottesman and Gould 2003). We recently reviewed evidence to support the 
notion that with their clear neurobiological and genetic underpinnings, three personality traits 
provide a tractable approach to studying vulnerability to SUD (Belcher et al. 2014). These traits, 
as described below, are positive emotionality/extraversion (PEM/E), negative emotionality/
neuroticism (NEM/N), and constraint-disinhibition (CON).

An added benefit of using personality traits as end-points comes from the simplicity and 
cost-effectiveness of personality assessment tools. Furthermore, unlike the tools utilized in other 
human research paradigms (e.g., MRI or PET), a personality tool is less threatening or anxiety- 
inducing to subjects, a fact that facilitates data collection from heterogeneous populations. 
Additionally, in this age of big data, the ease and efficiency with which personality data can be 
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collected allows for large-scale collection and analysis of personality in studies with a high num-
ber of subjects. Finally, with minimal required resources, personality assessment research offers a 
viable research opportunity for non-research hospitals and institutions—opportunities in which 
clinicians and staff could engage.

In our original analysis of the personality traits that confer vulnerability or resilience to the 
development of SUD, we included only canonical personality traits, captured by the most 
researched and accepted assessments: the Big-Three and the Big-Five scales of personality 
(Tellegen 1982; Costa and McCrae 1992). One element of impulsivity is captured by the per-
sonality trait CON (see below). However, as will be discussed, impulsivity is a multi-dimensional 
construct, having distinct identifiable neurobiological components. We argue that one of these 
dimensions of impulsivity, choice impulsivity (CI), is particularly relevant for SUD. We further 
argue that, as with the other three personality traits that figure heavily in determining vulner-
ability or resilience to SUD, CI offers a tractable approach to studying SUD. We submit that for 
various reasons, CI should be elevated to the status of a personality trait.

Impulsivity, a multi-dimensional construct with defined  
neural correlates

Plagued by significant differences of opinion regarding its definition and measurement, impul-
sivity is a complex construct. It is generally uncontested, however, that there are at least two 
different components to impulsivity: ‘action’ or ‘rapid-response’ impulsivity (herein referred 
to as AI), and ‘choice’ or ‘cognitive’ impulsivity (CI; Bari and Robbins 2013; Hamilton et al. 
2015a, 2015b). Action impulsivity can be operationally defined as a diminished ability to inhibit 
prepotent responses, or a failure of volitional motor inhibition or disinhibition (Moeller et al. 
2001). Action impulsivity can be further separated into two conceptually and neurobiologi-
cally distinct impairments in inhibitory processes: action initiation impulsivity, and ongoing or 
prepotent action impulsivity. Both types of AI can be operationally measured by specific tasks 
(Hamilton et al. 2015a).

Choice impulsivity implies a tendency to accept small immediate or likely rewards at the expense 
of large delayed or unlikely rewards (Moeller et al. 2001). Excessive CI overlaps conceptually with 
impairment in decision-making and particularly with delay or temporal discounting (DD) (McClure 
et al. 2004). A term derived from behavioral economics, DD offers one of the best constructs to 
study ‘subjective valuation’ or ‘preference functions’, the functions that relay objective values and 
subjective desirability (Kable and Glimcher 2007). Delay discounting is the phenomenon by which 
a delayed outcome of a choice reduces the subjective value of a reward and constitutes an opera-
tional measure of the degree of CI (Green and Myerson 2004; Peters and Büchel 2011).

In addition to disagreements regarding its terminology and definition, impulsivity research 
has been further clouded by generalizations made concerning the main circuits involved in AI 
and CI expression. The striatum, the main input structure of the basal ganglia, receives two 
major inputs: glutamatergic inputs from cortical, thalamic and limbic areas (hippocampus and 
amygdala), and dopaminergic inputs from the ascending dopamine system. In humans and non-
human primates, three main functional striatal compartments can be distinguished according to 
their cortical inputs: the ventral, the rostral dorsal and the caudal dorsal striata. The ventral stria-
tum receives glutamatergic inputs from the ventromedial prefrontal cortex (vmPFC), orbito-
frontal cortex (OFC) and anterior cingulate cortex (ACC); the rostral dorsal striatum comprises 
the head and body of the caudate nucleus and anterior putamen and receives afferent projections 
from frontal and parietal association cortices; and the caudal dorsal striatum comprises the tail 
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of the caudate nucleus and posterior part of the putamen and receives afferent projections from 
sensorimotor cortices (Lehéricy et al. 2004; Haber and Behrens 2014).

The ventral striatum is part of decision-making brain circuits involved in reward valuation. 
This system determines and stores the subjective value of rewards, maximizing utilities asso-
ciated with different options to calculate the highest benefit/cost ratio (Kable and Glimcher 
2009). Delay discounting (DD), ‘effort discounting’ (ED) and ‘uncertainty discounting’ (UD) 
refer to the empirical finding that both humans and animals value immediate, low-effort and 
high probability rewards more than delayed, high-effort and low probability rewards. A large 
number of behavioral and clinical studies indicate that DD, ED and UD are independent vari-
ables, possibly involving non-overlapping corticostriatal circuits with different ventral striatal 
compartments and prefrontal cortical areas that connect with other specific cortical areas (Peters 
and Büchel 2009; Prevost et al. 2010). For DD, several studies converge to suggest involvement 
of a circuit that includes the vmPFC, nucleus accumbens (NAc) and the posterior cingulate 
cortex (pCC) (Kable and Glimcher 2007; Peters and Büchel 2011), which is strongly intercon-
nected with the vmPFC (Leech and Sharp 2014).

The main role of the ventral striatum, classically labeled as an interface between motivation 
and action (Mogenson et al. 1980), can be synthesized as determining “whether to respond,” 
while that of the dorsal striatum determines “how to respond,” to reward-associated stimuli. 
Based on elegant experiments on gaze orienting and learning of sequential motor responses in 
non-human primates, Kim and Hikosaka (2015) have provided an insightful model of basal 
ganglia function that highlights the simultaneous and differential processing of reward-oriented 
behaviors and reinforcement by the rostral and caudal dorsal striata. The model also implies that 
all dopamine-dependent functions, reward-oriented behavior and learning of stimulus–reward 
and reward–response associations (Wise 2004), are simultaneously processed by rostral dorsal 
and caudal dorsal striatal areas (Kim and Hikosaka 2015). With respect to learning (reinforce-
ment), rostral dorsal areas are predominantly involved in an initial, more controlled, “volitional” 
(contingent on the outcome), accurate, and more labile learning; while caudal dorsal areas are 
involved in a slower and more “automatic” (non-contingent on the outcome) and long-lasting 
learning (Kim and Hikosaka 2015).

A distinct circuit included in the rostral dorsal striatum is specifically involved in volitional 
inhibition of response tendencies, or, more succinctly, in CON. This circuit involves two 
highly interconnected cortical areas: the right inferior frontal cortex (rIFC, and possibly the 
adjacent insular cortex) and the pre-supplementary motor area (preSMA), that project to the 
dorsal rostral striatum and the subthalamic nucleus (Swann et al. 2012; Aron et al. 2014). Thus, 
the dorsal rostral striatum also determines “when to respond” to reward-associated stimuli, 
and forms part of a brain circuit that constitutes a neural correlate of CON and, therefore, AI.

Choice impulsivity, a personality trait

A central issue in personality research concerns the latent structure of personality traits and their 
links to psychological constructs and specific neural systems. The trait approach assumes that 
rather stable and orthogonal variables determine behavior, and that these dimensions constitute 
the fundamental units of personality. Stability implies that although certain environmental factors 
can influence personality (e.g., stress), personality-trait consistency is more common, and when 
a personality-trait change occurs, it is seldom dramatic (Roberts and Caspi 2003). Orthogonality 
implies that traits are independent non-overlapping variables, which depend on the function 
of different brain circuits. Trait models of personality are also referred to as psychometric theo-
ries, emphasizing the notion that personality is measurable with the use of psychometric tests.  
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The most popular models of personality are the Big-Three and the Big-Five models, opera-
tionalized by the MPQ (Tellegen 1982) and the revised NEO-PI-R (Costa and McCrae 1992), 
respectively. The MPQ includes 11 primary dimension scales measuring facets that coalesce 
around three orthogonal traits, PEM, NEM and CON (Tellegen 1982, 1985). Positive emo-
tionality and NEM are explicitly temperamental in nature. They incorporate dispositions toward 
positive and negative emotions, respectively, and are linked conceptually to the brain systems 
underlying appetitive-approach and defensive-withdrawal behaviors. Constraint-disinhibition 
(CON) encompasses dimensions related to behavioral restraint, the opposite end of which 
implies disinhibition—ostensibly the same concept as AI.

The NEO-PI-R (Costa and McCrae 1992) comprises 30 facets, six for each of five trait fac-
tors: neuroticism (N), extraversion (E), openness (O), agreeableness (A) and conscientiousness 
(C). Neuroticism and extraversion highly correlate with NEM and PEM respectively, generally 
constituting the same personality constructs (Church 1994; Clark and Watson 1999). Openness 
captures interest toward experience, and agreeableness implies an empathic personality. Finally, 
conscientiousness is a spectrum of constructs that describes individual differences in the pro-
pensity to be self-controlled, responsible toward others, hardworking, orderly and rule abiding. 
Roberts et al. (2014) have recently provided a compelling argument that many constructs that 
are not typically considered as personality traits have robust research paradigms that often run 
parallel to the work conducted in personality research. It was then hypothesized that many of 
these variables should be viewed as part of the family of C constructs, if not seen as measuring 
facets of the trait. Among those constructs, C encapsulates the two dimensions of impulsivity, 
AI and CI (with high impulse control, low impulsivity, scoring high in C; Roberts et al. 2014). 
In fact, a significant correlation has been reported between measures of C and CON (Church 
1994; Clark and Watson 1999).

The validity of trait C as a psychological construct is arguably beyond question, based on 
its predictive value in terms of social achievement, mental and physical health and longevity 
(Roberts et al. 2014). However, the inclusion of CI and AI, two orthogonal constructs with 
different brain circuit correlates, implies that C provides a poor neurobiologically linked per-
sonality construct. This stands in stark contrast with the neurobiological validity of PEM/E, 
NEM/N and CON (Belcher et al. 2014). In fact, in the frame of Tellegen’s model of person-
ality, AI constitutes a personality trait (CON) in its own right. If, as mentioned above, we 
consider a personality trait as a stable and orthogonal variable that depends on the function of a 
specific brain circuit, it becomes obvious that CI should also be considered as a personality trait, 
and that efforts should be made to incorporate a validated instrument of DD into trait models 
of personality.

An additional support to the tenet of ‘promoting’ CI to the status of a personality trait comes 
from its hereditability. Behavior genetic studies have demonstrated substantial heritability from 
the various traits assessed by MPQ and NEO-PI-R. For all higher-order factors of the Big-
Three and Big-Five models, the broad genetic influence ranges from 40% to 60% (Tellegen et al. 
1988; Jang et al. 1996); an estimate that includes CON (Tellegen et al. 1988) and therefore AI. 
Studies of the relative contribution of genetic factors to inter-individual variability on CI (DD) 
indicate that, like AI, CI possesses substantial heritability (Anokhin et al. 2015). Complementary 
to these findings in familial genetics, animal studies demonstrate significant strain differences in 
DD (Wilhelm and Mitchell 2008). Additionally, a handful of studies provide strong evidence for 
the long-term stability of the individual differences in the degree of DD (Anokhin et al. 2015; 
for review, see Peters and Büchel 2011). Although further research is warranted, these data col-
lectively argue that, like the more well-established traits of personality, CI has a strong genetic 
basis, and is a relatively stable trait over an individual’s lifetime.
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Several genes have been identified as possible moderators of CI. The two most promi-
nent are the gene for catechol-O-methyltransferase (COMT) and the dopamine D

4
 receptor 

(D4R) gene, inferred from the association of specific gene polymorphisms with differences in 
the degree of DD. COMT is a main dopamine-degrading enzyme in the prefrontal cortex. 
Different gene polymorphic variants lead to differential levels of COMT activity (Lachman et al. 
1996; Chen et al. 2004). Low COMT activity (also demonstrated pharmacologically with the 
COMT inhibitor tolcapone) leads to an increased DD (Kayser et al. 2012). More specifically, 
there is compelling evidence for a U-shaped relationship between CI and COMT activity, 
as shown from experiments on genotype x drug (tolcapone) and genotype x age interaction 
experiments. Depending on the genotype and age, COMT inhibition can increase or decrease 
DD (Smith and Boettiger 2012; Farrell et al. 2012).

The gene encoding the human D4R contains a large number of polymorphisms in its cod-
ing sequence (LaHoste et al. 1996). The most extensive polymorphism is found in exon 3, a 
region that codes for the third intracellular loop of the receptor. This polymorphism consists 
of a variable number of tandem repeats in which a 48-bp sequence exists as several repeats, the 
most common being 4 or 7 repeats (D4.4R or D4.7R) (Wang et al. 2004). In a recent study, 
we demonstrated a very significant role of D4R in the control of ventral cortico-striatal glu-
tamatergic transmission, with D4.7 conferring significantly stronger modulation (Bonaventura 
et al. 2017). The D4R polymorphic variants have been associated with numerous behavioral 
individual differences and neuropsychiatric disorders. The most reported association is the link 
between the D4.7R variant and attention deficit hyperactivity disorder (ADHD) (LaHoste et al. 
1996; Faraone et al. 2005; Li et al. 2006; Gizer et al. 2009), a brain disorder marked by an ongo-
ing pattern of inattention, hyperactivity and impulsivity. Several meta-analyses have clearly 
implicated AI and CI, as well as their neural correlates, in ADHD (Alderson et al. 2007; Lipszyc 
and Schachar 2010; Patros et al. 2016). In fact, D4.7R has been directly associated with both AI 
and CI (Congdon et al. 2008; Sweitzer et al. 2013).

In summary, we believe that CI possesses all the necessary characteristics sufficient to estab-
lish it as a personality trait: orthogonality, stability and heritability—while at the same time mal-
leable with intervention—and with established genetic ties. As a personality trait, its potential 
use as an endophenotype of SUD is warranted.

Choice impulsivity, an endophenotype of SUD

Despite the clear demonstration that genetic factors contribute significantly to an individual’s 
likelihood of manifesting a mental disorder at some point in his or her lifetime, traditional 
molecular genetics approaches have been largely unsuccessful in pinpointing specific gene associ-
ations. Traditional methods include the search for individual candidate genes and genome-wide 
association studies (GWAS) (Kendler et al. 2012). The candidate gene approach is hypothesis 
driven, studying genes thought to be involved in a central nervous system disorder. The associa-
tion of the D4.7R polymorphic variant with ADHD is one of the few successful examples of 
this approach. Unfortunately, most attempts to find a clear genetic link with a neuropsychiatric 
disorder show associations that are difficult to replicate (Hosák 2007; Witte and Flöel 2012). An 
alternative, GWAS, is a hypothesis-free method that tests for the presence of genetic associations 
throughout the genome to investigate whether variation in any of the approximately 20,000 
human genes might contribute to disease susceptibility or other individual differences. The 
GWAS approach analyzes anywhere from several hundred to more than one million SNPs in 
thousands of individuals, and represents a powerful tool for investigating the genetic architecture 
of complex diseases or traits (Manolio 2013). One main problem with GWAS is the high level 
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of multiple statistical comparisons, with stringent analyses demanding individual SNPs with 
extremely low p values to achieve genome-wide significance (Hall et al. 2013).

It has been argued that molecular genetics will continue to be mostly unsuccessful in the 
search for genes associated with neuropsychiatric disorders for two reasons: (1) any observable 
direct genetic effects are subject to strong environmental influences; and (2) the causal link 
between the gene and the disease is likely to be too long and complex to be directly observable 
(Gottesman and Gould 2003). The introduction of the ‘endophenotype’ concept has provided 
an invaluable approach for the identification of genes that predispose or indemnify individu-
als from mental and psychiatric disorders. The endophenotype concept is understood as sim-
pler clues to genetic underpinnings than the disease syndrome itself, and involves the genetic 
analysis of any of a variety of biological markers (cognitive, neurophysiological, anatomical, 
biochemical, etc.) of the disease. The concept promotes the view that psychiatric diagnoses 
can be decomposed or deconstructed into more tractable intermediate phenotypes by virtue of 
their assumed proximity to the genetic antecedents of the disease (Gottesman and Gould 2003; 
Bearden and Freimer 2006).

We have argued previously that personality traits can constitute endophenotypes of mental 
health disorders (Belcher et al. 2014). Several studies have linked the structure of psychopathol-
ogy to the structure of personality, as defined by the MPQ or NEO-PI-R. Using the Big-Five 
traits plus CON, Kotov and colleagues (2010) conducted a large-scale meta-analysis of the 
relationship between personality traits and anxiety, depression, and SUD. The group identified 
high N and low C as common traits, with CON specifically low in SUD. Additionally, a large 
number of studies and meta-analyses have provided evidence for a significant positive correla-
tion of N and significant negative correlation of C with depression, anxiety and SUD (Malouff 
et al. 2007; Terracciano et al. 2008; Kendler and Myers 2010). The negative correlation with C, 
which encapsulates AI and CI, may imply high AI and CI. Consistent with this notion, DD is 
significantly increased in depression (Imhoff et al. 2014; Pulcu et al. 2014) and is one of the main 
behavioral characteristics of patients with SUD, who typically discount delayed rewards much 
more steeply than control subjects (Peters and Büchel 2011; MacKillop et al. 2011).

We recently reviewed current evidence that personality traits can be used as endopheno-
types of SUD, allowing for a better understanding of which individual differences in specific 
brain circuits provide vulnerability or resilience to SUD (Belcher et al. 2014). In our analysis, 
we identified Tellegen’s three personality traits, PEM, NEM and CON (the inverse measure 
of AI), as tied to specific brain circuits and genes (Figure 23.1). Our heuristic model was based 
on a continuum of three independent variables (constituted by the three main orthogonal per-
sonality traits) that interact dynamically and with the environment to determine the degree of 
vulnerability to the development of SUD. Individuals with low PEM, high NEM and high AI 
would be most vulnerable (least resilient), and individuals with high PEM, low NEM and low 
AI would be least vulnerable (most resilient). To our previous analysis we now add CI as an 
additional personality trait in its own right, which is modulated by a brain circuit that includes 
the vmPFC, NAc and the posterior cingulate cortex (see above), the function of which is mod-
erated by the COMT and the dopamine D4R genes (see above), as well as the α

2A
 adrenoceptor 

(α2AR) gene (see below; Figure 23.1).

Choice impulsivity, a drug modifiable endophenotype of SUD

The unquestionable association of CI with SUD and the fact that DD provides a well-
characterized operational definition of CI that can also be applied to preclinical models provides 
a new frame for SUD preclinical and clinical research. With their ability to provide prospective 
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High Negative Emotionality/Neuroticism (NEM/N) increases, high Action Impulsivity (AI) and high 
Choice Impulsivity (CI) increases, but high Positive Emotionality/Extraversion (PEM/E) decreases 
vulnerability to SUD. We can link genes to these personality traits and to the brain circuits that modulate 
these traits, which can therefore be used as endophenotypes of SUD. PEM/E is modulated by the 
function of the central dopaminergic system and is moderated by the D2 receptor gene. NEM/N is 
modulated by the glutamatergic outputs from the right anterior cingulate cortex (rACC) and ventromedial 
prefrontal cortex (vmPFC) to the amygdala and insula and is moderated by the serotonin transporter 
(5-HTT) gene. AI is modulated by a circuit including the pre-Supplementary Motor Area (preSMA) and 
right Inferior Frontal Gyrus (rIFG) to the striatum and the subthalamic nucleus (STN) and is moderated 
by the genes of the D4 receptor, the α2A receptor and the dopamine transporter (DAT). CI is modulated 
by a circuit including the ventromedial Prefrontal Cortex (vmPFC), the posterior Cingular Cortex (pCC) 
and the Nucleus Accumbens (NAc) and it is also moderated by the genes of the D4 receptor, the α2A 
receptor and by the enzyme cathecol-O-methyltransferase (COMT).

Figure 23.1 Personality traits as endophenotypes of SUD.

longitudinal studies, animal models in particular allow for interrogations regarding the premorbid 
brain (i.e., prior to drug exposure). The results indicate that the three elements—environment, 
genes and the drugs themselves—play significant and interacting roles in the manifestation of 
SUD. First, in agreement with the substantial heritability of CI, robust differences in DD across 
rodent strains have been reported (Isles et al. 2004; Wilhelm and Mitchell 2008). Second, the 
sensitivity of different strains of rodents to consume alcohol or self-administer psychostimulant 
drugs correlates with DD (Perry et al. 2005; Wilhelm and Mitchell 2008), effectively validating 
DD in the experimental animal model utilizing CI as a SUD endophenotype. These preclini-
cal studies would then imply that high CI predates, and thus constitutes a vulnerability factor 
for, SUD. As part of the criteria for the endophenotype concept, proponents imply a “state 
independence” (presence of the endophenotype in the absence of the disorder), as well as 
the requirement of a higher rate of presence in non-affected family members than found in  
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the general population (Gottesman and Gould 2003). In accord with this, two recent studies 
found that in healthy young adults, those with a family history of alcohol or another SUD had 
significantly higher DD (Acheson et al. 2011; Dougherty et al. 2014).

The next obvious question would be to address the additional factors that determine the 
development of SUD in the presence of the vulnerability endophenotype factor CI. We turn to 
gene-by-environment interactions, and to the concept of “plasticity genes” (Belsky et al. 2009). 
A long-standing literature established that the vulnerability of the genes that moderate a specific 
endophenotype are determined by the association with an adverse environment (“diathesis-
stress” model), such as child abuse, negative life events, death of a parent and even maternal 
insensitivity (Rutter 2006). An alternative model proposes that these vulnerability genes actually 
promote more responsivity to both negative and positive environmental conditions, a “dif-
ferential susceptibility” (Belsky et al. 2009). This concept provides a plausible explanation for 
the evolutionary advantage of those polymorphisms (by definition, common genetic variants), 
which potentiate positive outcomes in propitious environments, but may aggravate negative 
outcomes in impoverished/maladaptive environments. Thus, under specific conditions, these 
genes can constitute a significant vulnerability threat for the development of mental disorders. 
The D4.7R provides a particularly good example of a plasticity gene. Children carrying the 
D4.7R allele do worse in negative environments than control subjects without the “genetic 
risk,” but they also profit most from positive environments. They were found more likely to 
exhibit pro-social behaviors and less likely to have non-clinical inattention as a function of 
maternal sensitivity and good quality of rearing environment than children without the allele 
(Bakermans-Kranenburg et al. 2011; Knafo 2011; Berry et al. 2013). Remarkably, a recent study 
by Sweitzer et al. (2013) reported that the presence of the D4.7R allele was associated with an 
opposite moderation of DD as a function of childhood socioeconomic status. Subjects with the 
allele that were raised in families with low parental education and occupational grade displayed 
significantly higher reward DD than like-reared counterparts without the D4.7R allele. In the 
absence of socioeconomic disadvantage, on the other hand, D4.7R-carrying subjects discounted 
future rewards less steeply (Sweitzer et al. 2013).

A corollary of the herein reviewed D4R gene-mediated moderation of the personality traits 
AI and CI is that it provides a clue for the apparent orthogonality of the C trait, as it encapsu-
lates both traits (see above), which constitute endophenotypes of ADHD (Alderson et al. 2007; 
Lipszyc and Schachar 2010; Scheres et al. 2010; Patros et al. 2016) and SUD (present review 
and Belcher et al. 2014). Not surprisingly, as for SUD, low C is a consistent finding in ADHD 
(Gomez and Corr 2014)—a condition that, if left untreated, is a risk factor for SUD (Lee et al. 
2011; Wilens et al. 2011; Van Emmerik-Van Oortmerssen et al. 2012). A situation similar to the 
D4R gene is emerging for the α2AR gene. Polymorphisms of this gene may confer vulnerabil-
ity for developing ADHD as well as symptoms of impulse control disorders (Roman et al. 2003; 
Park et al. 2005). However, a large meta-analysis did not find a consistent significant association 
(Gizer et al. 2009). Yet when studied at the intermediate phenotype level (the endophenotype 
concept), a clear significant association was established between the α2AR gene polymorphisms 
and AI (Cummins et al. 2014). Additionally, the α2AR agonist guanfacine (currently used in the 
symptomatic treatment of ADHD) significantly decreases DD (Kim et al. 2012) in nonhuman 
primates, implying that CI can be pharmacologically manipulated.

A main conclusion from this review is that because of its personality trait and endophenotype 
characteristics, CI constitutes a main pre-existing vulnerability factor for SUD. But longitudinal 
animal studies have also demonstrated that chronic exposure to addictive drugs, and particularly to 
psychostimulants, increases DD, thereby modifying CI (Dandy and Gatch 2009; Setlow et al. 2009). 
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Although these types of prospective studies cannot be conducted in humans, a significant gene 
x drug interaction has been recently reported in which only cocaine users with risk α2AR gene 
polymorphisms demonstrated a significant increase in DD (Havranek et al. 2016). This represents 
a remarkable finding in humans that confirms the results of animal studies: that addictive drugs can 
significantly modify and contribute to the expression of the endophenotype CI.

Conclusion

We submit that as dissectible, orthogonal and measurable outputs of brain function, the study 
of personality offers a platform on which the study of mental health disorders can be based. As a 
behavioral construct with genetic conference (heritability), orthogonality and lifetime stability, 
CI presents with all of the major criteria that should qualify its elevation to the status of a per-
sonality trait. Further, with its identifiable neurobiological roots and tight genetic associations 
(particularly, polymorphisms of the D4R, COMT and α2AR genes), CI should be studied in 
its own right as an endophenotype of disorders of impulse control generally, and particularly as 
an endophenotype of SUD.

Acknowledgements

Support from the intramural funds of the National Institute on Drug Abuse (S.F.).

References
Acheson, A., Vincent, A. S., Sorocco, K. H., and Lovallo, W. R. (2011) “Greater discounting of 

delayed rewards in young adults with family histories of alcohol and drug use disorders: studies from 
the Oklahoma family health patterns project”, Alcoholism: Clinical and Experimental Research 35(9): 
1607–1613.

Alderson, R. M., Rapport, M. D., and Kofler, M. J. (2007) “Attention-deficit/hyperactivity disorder and 
behavioral inhibition: a meta-analytic review of the stop-signal paradigm”, Journal of Abnormal Child 
Psychology 35(5): 745–758.

Anokhin, A. P., Grant, J. D., Mulligan, R. C., and Heath, A. C. (2015) “The genetics of impulsivity: 
evidence for the heritability of delay discounting”, Biological Psychiatry 77(10): 887–894.

Aron, A. R., Robbins, T. W., and Poldrack, R. A. (2014) “Inhibition and the right inferior frontal cortex: 
one decade on”, Trends in Cognitive Sciences 18(4): 177–185.

Bakermans-Kranenburg, M. J., van IJzendoorn, M. H., Caspers, K., and Philibert, R. (2011) “DRD4 
genotype moderates the impact of parental problems on unresolved loss or trauma”, Attachment & 
Human Development 13(3): 253–269.

Bari, A. and Robbins, T. W. (2013) “Inhibition and impulsivity: behavioral and neural basis of response 
control”, Progress in Neurobiology 108: 44–79.

Bearden, C. E. and Freimer, N. B. (2006) “Endophenotypes for psychiatric disorders: ready for prime-
time?” Trends in Genetics 22(6): 306–313.

Belcher, A. M., Volkow, N. D., Moeller, F. G., and Ferré, S. (2014) “Personality traits and vulnerability 
or resilience to substance use disorders”, Trends in Cognitive Sciences 18(4): 211–217.

Belsky, J., Jonassaint, C., Pluess, M., Stanton, M., Brummett, B., and Williams, R. (2009) “Vulnerability 
genes or plasticity genes?” Molecular Psychiatry 14(8): 746–754.

Berry, D., Deater-Deckard, K., McCartney, K., Wang, Z., and Petrill, S. A. (2013) “Gene–environment 
interaction between dopamine receptor D4 7-repeat polymorphism and early maternal sensitivity pre-
dicts inattention trajectories across middle childhood”, Development and Psychopathology 25(2): 291–306.

Bonaventura, J., Quiroz, C., Cai, N. S., Rubinstein, M., Tanda, G., and Ferré, S. (2017) “Key role of the 
dopamine D4 receptor in the modulation of coticostriatal neurotransmission”, Science Advances 3(1): 
e1601631.



Choice impulsivity

295

Chen, J., Lipska, B. K., Halim, N., Ma, Q. D., Matsumoto, M., Melhem, S., Kolachana, B. S., Hyde, 
T. M., Herman, M. M., Apud, J., Egan, M. F., Kleinman, J. E., and Weinberger, D. R. (2004) 
“Functional analysis of genetic variation in catechol-O-methyltransferase (COMT): effects on mRNA, 
protein, and enzyme activity in postmortem human brain”, American Journal of Human Genetics 75(5): 
807–821.

Church, A. T. (1994) “Relating the Tellegen and five-factor models of personality structure”, Journal of 
Personality and Social Psychology 67(5): 898–909.

Clark, L. A. and Watson, D. (1999) “Temperament: an organizing paradigm for trait psychology,” in  
L. A. Pervin and O. P. John (eds), Handbook of Personality: Theory and Research (2nd Edition), Guilford, 
pp. 399–423.

Congdon, E., Lesch, K. P., and Canli, T. (2008) “Analysis of DRD4 and DAT polymorphisms and behav-
ioral inhibition in healthy adults: implications for impulsivity”, American Journal of Medical Genetics Part 
B: Neuropsychiatric Genetics 147B(1): 27–32.

Costa, P. T. and McCrae, R. R. (1992) Revised NEO Personality Inventory (NEO-PI-R) and NEO Five-
Factor Inventory Professional Manual. Odessa, FL: Psychological Assessment Resources.

Cummins, T. D., Jacoby, O., Hawi, Z., Nandam, L. S., Byrne, M. A., Kim, B. N., Wagner, J., Chambers, 
C. D., and Bellgrove, M. A. (2014) “Alpha-2A adrenergic receptor gene variants are associated with 
increased intra-individual variability in response time”, Molecular Psychiatry 19(9): 1031–1036.

Dandy, K. L. and Gatch, M. B. (2009) “The effects of chronic cocaine exposure on impulsivity in rats”, 
Behavioural Pharmacology 20(5–6): 400–405.

Dougherty, D. M., Charles, N. E., Mathias, C. W., Ryan, S. R., Olvera, R. L., Liang, Y., and Acheson, A. 
(2014) “Delay discounting differentiates pre-adolescents at high and low risk for substance use disorders 
based on family history”, Drug and Alcohol Dependence 143(1):105–111.

Ersche, K. D., Jones, P. S., Williams, G. B., Turton, A. J., Robbins, T. W., and Bullmore, E. T. (2012) 
“Abnormal brain structure implicated in stimulant drug addiction”, Science 335(6068): 601–604.

Faraone, S. V., Perlis, R. H., Doyle, A. E., Smoller, J. W., Goralnick, J. J., Holmgren, M. A., and Sklar, 
P. (2005) “Molecular genetics of attention-deficit/hyperactivity disorder”, Biological Psychiatry 57(11): 
1313–1323.

Farrell, S. M., Tunbridge, E. M., Braeutigam, S., and Harrison, P. J. (2012) “COMT Val(158)Met geno-
type determines the direction of cognitive effects produced by catechol-O-methyltransferase inhibi-
tion”, Biological Psychiatry 71(6): 538–544.

Gizer, I. R., Ficks, C., and Waldman, I. D. (2009) “Candidate gene studies of ADHD: a meta-analytic 
review”, Human Genetics 126(1): 51–90.

Gomez, R. and Corr, P. J. (2014) “ADHD and personality: a meta-analytic review”, Clinical Psychology 
Review 34(5): 376–388.

Gottesman, I. I. and Gould, T. D. (2003) “The endophenotype concept in psychiatry: etymology and 
strategic intentions”, American Journal of Psychiatry 160(4): 636–645.

Green, L. and Myerson, J. (2004) “A discounting framework for choice with delayed and probabilistic 
rewards”, Psychological Bulletin 130(5): 769–792.

Haber, S. N. and Behrens, T. E. (2014) “The neural network underlying incentive-based learning: impli-
cations for interpreting circuit disruptions in psychiatric disorders”, Neuron 83(5): 1019–1039.

Hall, F. S., Drgonova, J., Jain, S., and Uhl, G. R. (2013) “Implications of genome wide association studies 
for addiction: are our a priori assumptions all wrong?” Pharmacology & Therapeutics 140(3): 267–279.

Hamilton, K. R., Littlefield, A. K., Anastasio, N. C., Cunningham, K. A., Fink, L. H., Wing, V. C., 
Mathias, C. W., Lane, S. D., Schütz, C. G., Swann, A. C., Lejuez, C. W., Clark, L., Moeller, F. G., 
and Potenza, M. N. (2015a) “Rapid-response impulsivity: definitions, measurement issues, and clinical 
implications”, Personality Disorders 6(2): 168–181.

Hamilton, K. R., Mitchell, M. R., Wing, V. C., Balodis, I. M., Bickel, W. K., Fillmore, M., Lane, S. 
D., Lejuez, C. W., Littlefield, A. K., Luijten, M., Mathias, C. W., Mitchell, S. H., Napier, T. C.,  
Reynolds, B., Schütz, C. G., Setlow, B., Sher, K. J., Swann, A. C., Tedford, S. E., White, M. J., 
Winstanley, C. A., Yi, R., Potenza, M. N., and Moeller, F. G. (2015b) “Choice impulsivity: defini-
tions, measurement issues, and clinical implications”, Personality Disorders 6(2): 182–198.

Havranek, M. M., Hulka, L. M., Tasiudi, E., Eisenegger, C., Vonmoos, M., Preller, K. H., Mössner, 
R., Baumgartner, M. R., Seifritz, E., Grünblatt, E., and Quednow, B. B. (2016) “α(2A)-Adrenergic 
receptor polymorphisms and mRNA expression levels are associated with delay discounting in cocaine 
users”, Addiction Biology 22(2): 561–569, doi: 10.1111/adb.12324.



Annabelle M. Belcher et al.

296

Hosák, L. (2007) “Role of the COMT gene Val158Met polymorphism in mental disorders: a review”, 
European Psychiatry 22(5): 276–281.

Imhoff, S., Harris, M., Weiser, J., and Reynolds, B. (2014) “Delay discounting by depressed and non-
depressed adolescent smokers and non-smokers”, Drug and Alcohol Dependence 135: 152–155.

Isles, A. R., Humby, T., Walters, E., and Wilkinson, L. S. (2004) “Common genetic effects on variation 
in impulsivity and activity in mice”, The Journal of Neuroscience 24(30): 6733–6740.

Jang, K. L., Livesley, W. J., and Vernon, P. A. (1996) “Heritability of the big five personality dimensions 
and their facets: a twin study”, Journal of Personality 64(3): 577–591.

Kable, J. W. and Glimcher, P. W. (2007) “The neural correlates of subjective value during intertemporal 
choice”, Nature Neuroscience 10(12): 1625–1633.

Kable, J. W. and Glimcher, P. W. (2009) “The neurobiology of decision: consensus and controversy”, 
Neuron 63(6): 733–745.

Kayser, A. S., Allen, D. C., Navarro-Cebrian, A., Mitchell, J. M., and Fields, H. L. (2012) “Dopamine, 
corticostriatal connectivity, and intertemporal choice”, The Journal of Neuroscience 32(27): 9402–9409.

Kendler, K. S. and Myers, J. (2010) “The genetic and environmental relationship between major depres-
sion and the five-factor model of personality”, Psychological Medicine 40(5): 801–806.

Kendler, K. S., Chen, X., Dick, D., Maes, H., Gillespie, N., Neale, M. C., and Riley, B. (2012) “Recent 
advances in the genetic epidemiology and molecular genetics of substance use disorders”, Nature 
Neuroscience 15(2): 181–189.

Kim, H. F. and Hikosaka, O. (2015) “Parallel basal ganglia circuits for voluntary and automatic behaviour 
to reach rewards”, Brain 138(7): 1776–1800.

Kim, S., Bobeica, I., Gamo, N. J., Arnsten, A. F., and Lee, D. (2012) “Effects of α-2A adrenergic receptor 
agonist on time and risk preference in primates”, Psychopharmacology 219(2): 363–375.

Kjome, K. L., Lane, S. D., Schmitz, J. M., Green, C., Ma, L., Prasla, I., Swann, A. C., and Moeller, F. G. 
(2010) “Relationship between impulsivity and decision making in cocaine dependence”, Psychiatry 
Research 178(2): 299–304.

Knafo, A., Israel, S., and Ebstein, R. P. (2011) “Heritability of children’s prosocial behavior and dif-
ferential susceptibility to parenting by variation in the dopamine receptor D4 gene”, Development and 
Psychopathology 23(1): 53–67.

Kotov, R., Gamez, W., Schmidt, F., and Watson, D. (2010) “Linking ‘big’ personality traits to anxiety, 
depressive, and substance use disorders: a meta-analysis”, Psychological Bulletin 136(5): 768–821.

Lachman, H. M., Papolos, D. F., Saito, T., Yu, Y. M., Szumlanski, C. L., and Weinshilboum, R. M. 
(1996) “Human catechol-O-methyltransferase pharmacogenetics: description of a functional polymor-
phism and its potential application to neuropsychiatric disorders”, Pharmacogenetics 6(3): 243–250.

LaHoste, G. J., Swanson, J. M., Wigal, S. B., Glabe, C., Wigal, T., King, N., and Kennedy, J. L. (1996) 
“Dopamine D4 receptor gene polymorphism is associated with attention deficit hyperactivity disor-
der”, Molecular Psychiatry 1(2): 121–124.

Lee, S. S., Humphreys, K. L., Flory, K., Liu, R., and Glass, K. (2011) “Prospective association of child-
hood attention-deficit/hyperactivity disorder (ADHD) and substance use and abuse/dependence: a 
meta-analytic review”, Clinical Psychology Review 31(3): 328–341.

Leech, R. and Sharp, D. J. (2014) “The role of the posterior cingulate cortex in cognition and disease”, 
Brain 137: 12–32.

Lehéricy, S., Ducros, M., Van de Moortele, P. F., Francois, C., Thivard, L., Poupon, C., Swindale, N., 
Ugurbil, K., and Kim, D. S. (2004) “Diffusion tensor fiber tracking shows distinct corticostriatal circuits 
in humans”, Annals of Neurology 55(4): 522–529.

Li, D., Sham, P. C., Owen, M. J., and He, L. (2006) “Meta-analysis shows significant association between 
dopamine system genes and attention deficit hyperactivity disorder (ADHD)”, Human Molecular Genetics 
15(14): 2276–2284.

Lipszyc, J. and Schachar, R. (2010) “Inhibitory control and psychopathology: a meta-analysis of studies 
using the stop signal task”, Journal of the International Neuropsychological Society 16(6):1064–1076.

MacKillop, J., Amlung, M. T., Few, L. R., Ray, L. A., Sweet, L. H., and Munafò, M. R. (2011) “Delayed 
reward discounting and addictive behavior: a meta-analysis”, Psychopharmacology 216(3): 305–321.

Malouff, J. M., Thorsteinsson, E. B., Rooke, S. E., and Schutte, N. S. (2007) “Alcohol involvement and 
the Five-Factor model of personality: a meta-analysis”, Journal of Drug Education 37(3): 277–294.

Manolio, T. A. (2013) “Bringing genome-wide association findings into clinical use”, Nature Reviews 
Genetics 14(8): 549–558.



Choice impulsivity

297

McClure, S. M., Laibson, D. I., Loewenstein, G., and Cohen, J. D. (2004) “Separate neural systems value 
immediate and delayed monetary rewards”, Science 306(5695): 503–507.

Moeller, F. G., Barratt, E. S., Dougherty, D. M., Schmitz, J. M., and Swann, A. C. (2001) “Psychiatric 
aspects of impulsivity”, American Journal of Psychiatry 158(11): 1783–1793.

Mogenson, G. J., Jones, D. L. and Yim, C. Y. (1980) “From motivation to action: functional interface 
between the limbic system and the motor system”, Progress in Neurobiology 14(2–3): 69–97.

Park, L., Nigg, J. T., Waldman, I. D., Nummy, K. A., Huang-Pollock, C., Rappley, M., and Friderici, K. H. 
(2005) “Association and linkage of alpha-2A adrenergic receptor gene polymorphisms with childhood 
ADHD”, Molecular Psychiatry 10(6): 572–580.

Patros, C. H., Alderson, R. M., Kasper, L. J., Tarle, S. J., Lea, S. E., and Hudec, K. L. (2016) “Choice-
impulsivity in children and adolescents with attention-deficit/hyperactivity disorder (ADHD): a meta-
analytic review”, Clinical Psychology Review 43: 162–174.

Perry, J. L., Larson, E. B., German, J. P., Madden, G. J., and Carroll, M. E. (2005) “Impulsivity 
(delay discounting) as a predictor of acquisition of IV cocaine self-administration in female rats”, 
Psychopharmacology 178(2–3): 193–201.

Peters, J. and Büchel, C. (2009) “Overlapping and distinct neural systems code for subjective value during 
intertemporal and risky decision making”, The Journal of Neuroscience 29(50): 15727–15734.

Peters, J. and Büchel, C. (2011) “The neural mechanisms of inter-temporal decision-making: understand-
ing variability”, Trends in Cognitive Sciences 15(5): 227–239.

Prévost, C., Pessiglione, M., Météreau, E., Cléry-Melin, M. L., and Dreher, J. C. (2010) “Separate 
valuation subsystems for delay and effort decision costs”, The Journal of Neuroscience 30(42): 
14080–14090.

Pulcu, E., Trotter, P. D., Thomas, E. J., McFarquhar, M., Juhasz, G., Sahakian, B. J., Deakin, J. F., Zahn, 
R., Anderson, I. M., and Elliott, R. (2014) “Temporal discounting in major depressive disorder”, 
Psychological Medicine 44(9): 1825–1834.

Roberts, B. W. and Caspi, A. (2003) “The cumulative continuity model of personality development: 
striking a balance between continuity and change in personality traits across the life course” in  
R. M. Staudinger and U. Lindenberger (eds), Understanding Human Development: Lifespan Psychology  
in Exchange with Other Disciplines, Dordrecht, NL: Kluwer Academic Publishers, pp. 183–214.

Roberts, B. W., Lejuez, C., Krueger, R. F., Richards, J. M., and Hill, P. L. (2014) “What is conscientious-
ness and how can it be assessed?” Developmental Psychology 50(5): 1315–1330.

Roman, T., Schmitz, M., Polanczyk, G. V., Eizirik, M., Rohde, L. A., and Hutz, M. H. (2003) “Is 
the alpha-2A adrenergic receptor gene (ADRA2A) associated with attention-deficit/hyperactivity 
disorder?” American Journal of Medical Genetics Part B: Neuropsychiatric Genetics 120B(1): 116–120.

Rutter, M. (2006) Genes and Behavior, London, UK: Blackwell.
Scheres, A., Tontsch, C., Thoeny, A. L., and Kaczkurkin, A. (2010) “Temporal reward discounting in 

attention-deficit/hyperactivity disorder: the contribution of symptom domains, reward magnitude, and 
session length”, Biological Psychiatry 67(7): 641–648.

Setlow, B., Mendez, I. A., Mitchell, M. R., and Simon, N. W. (2009) “Effects of chronic administration 
of drugs of abuse on impulsive choice (delay discounting) in animal models”, Behavioural Pharmacology 
20(5–6): 380–389.

Smith, C. T. and Boettiger, C. A. (2012) “Age modulates the effect of COMT genotype on delay dis-
counting behavior”, Psychopharmacology (Berl) 222(4): 609–617.

Swann, N. C., Cai, W., Conner, C. R., Pieters, T. A., Claffey, M. P., George, J. S., Aron, A. R., and 
Tandon, N. (2012) “Roles for the pre-supplementary motor area and the right inferior frontal gyrus in 
stopping action: electrophysiological responses and functional and structural connectivity”, Neuroimage 
59(3): 2860–2870.

Sweitzer, M. M., Halder, I., Flory, J. D., Craig, A. E., Gianaros, P. J., Ferrell, R. E., and Manuck, S. B. 
(2013) “Polymorphic variation in the dopamine D4 receptor predicts delay discounting as a function 
of childhood socioeconomic status: evidence for differential susceptibility”, Social Cognitive and Affective 
Neuroscience 8(5): 499–508.

Tellegen, A. (1982) “Brief Manual for the Differential Personality Questionnaire”, Unpublished manu-
script, University of Minnesota, Minneapolis, MN.

Tellegen, A. (1985) “Structures of mood and personality and their relevance to assessing anxiety, with 
emphasis on self-report”, in A. H. Tuma and J. D. Maser (eds), Anxiety and the Anxiety Disorders, 
Hillsdale, NJ: Erlbaum, pp. 681–706.



Annabelle M. Belcher et al.

298

Tellegen, A., Lykken, D. T., Bouchard, T. J. Jr, Wilcox, K. J., Segal, N. L., and Rich, S. (1988) 
“Personality similarity in twins reared apart and together”, Journal of Personality and Social Psychology 
54(6): 1031–1039.

Terracciano, A., Löckenhoff, C. E., Crum, R. M., Bienvenu, O. J., and Costa, P. T., Jr (2008) “Five-
Factor Model personality profiles of drug users”, BMC Psychiatry 8(1): 22.

van Emmerik-van Oortmerssen, K., van de Glind, G., van den Brink, W., Smit, F., Crunelle, C. L., 
Swets, M., and Schoevers, R. A. (2012) “Prevalence of attention-deficit hyperactivity disorder in sub-
stance use disorder patients: a meta-analysis and meta-regression analysis”, Drug and Alcohol Dependence 
122(1–2): 11–19.

Volkow, N. D., Wang, G. J., Fowler, J. S., Tomasi, D., and Telang, F. (2011) “Addiction: beyond 
dopamine reward circuitry”, Proceedings of the National Academy of Sciences of the United States of America 
108(37): 15037–15042.

Wang, E., Ding, Y. C., Flodman, P., Kidd, J. R., Kidd, K. K., Grady, D. L., Ryder, O. A., Spence, M. A., 
Swanson, J. M., and Moyzis, R. K. (2004) “The genetic architecture of selection at the human dopa-
mine receptor D4 (DRD4) gene locus”, American Journal of Human Genetics 74(5): 931–944.

Wilens, T. E., Martelon, M., Joshi, G., Bateman, C., Fried, R., Petty, C., and Biederman, J. (2011) “Does 
ADHD predict substance-use disorders? A 10-year follow-up study of young adults with ADHD”, 
Journal of the American Academy of Child and Adolescent Psychiatry 50(6): 543–553.

Wilhelm, C. J. and Mitchell, S. H. (2008) “Rats bred for high alcohol drinking are more sensitive to 
delayed and probabilistic outcomes”, Genes, Brain and Behavior 7(7): 705–713.

Wise, R. A. (2004) “Dopamine, learning and motivation”, Nature Reviews Neuroscience 5(6): 483–494.
Witte, A. V. and Flöel, A. (2012) “Effects of COMT polymorphisms on brain function and behavior in 

health and disease”, Brain Research Bulletin 88(5): 418–428.



299

24
STRESS AND ADDICTION

Rajita Sinha

Introduction

Humans have long been known to use drugs and rewarding behaviors to modulate distress and 
emotions. Stress, trauma and negative emotional states challenge the individual to modulate and 
regulate these states. Perhaps you have even found yourself reaching for a cigarette, a joint, a 
beer or even that tub of chocolate chip ice-cream in the freezer. The central question of why 
some people may partake in these behaviors more than intended, and abuse and grow depend-
ent on them, is at the heart of understanding the mechanisms that drive addiction vulnerability 
and resilience.

With the emergence of sophisticated brain imaging tools, along with biobehavioral con-
trolled experimental studies and daily monitoring of stress, emotions, craving and reward-
ing behaviors in the real world with ecological momentary assessment (EMA) approaches, 
there has been a dramatic rise in research on understanding the underlying mechanisms 
for this association. Thus, this chapter focuses on these links between stress and addic-
tion in humans, but also draws on supporting evidence from the broader animal liter-
ature. A definition of stress and its biological basis is presented with specific emphasis 
on brain and biobehavioral correlates of motivation and resilient and maladaptive cop-
ing. Epidemiological evidence linking early childhood and adult adversity with risk of 
addiction, and current research on the putative mechanisms underlying this association 
is presented. The prefrontal brain circuits play a critical role in adaptive learning and 
higher-order cognitive function, including controlling distress and desires/impulses, and 
in the association between stress and addiction risk. Binge and chronic drug use and abuse 
significantly affect both brain systems that support learning, motivation and reward, and 
also those involved in experiencing and regulating stress and emotions, and this chapter 
covers the effects of how premorbid and ongoing effects of repeated and chronic stress 
may promote addiction relapse risk. Finally, novel prevention and treatment approaches to 
addressing the deleterious effects of stress, and the combined effects of stress and addictive 
behaviors on relapse, is discussed.
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Stress, emotions and adaptive behavior

Definition and conceptualization of stress

The term “stress” refers to our responses to harmful, threatening, overwhelming or challenging 
events. These responses start with, (1) perception of events or stimuli, along with (2) thoughts 
and cognitions, emotions, sensations and physiological arousal, and (3) adaptive or maladaptive 
behaviors and cognitions to resolve or reduce the stress and return to baseline or “homeostasis.” 
Events may be external events like a person with a weapon, or internal events such as sleep dep-
rivation or extreme hunger, or even chronic situations such as financial difficulties or illnesses. 
Such events that produce stress are referred to as stressors (Sinha 2008). For example, a conflict 
with a loved one may result in negative thoughts and emotions, a number of sensations of heart 
beating faster, muscle tightness, breathing faster, screaming, and also include motivation to leave 
the situation or throw something, and, finally, leaving to take a walk. Such a stressor creates 
stress involving the above three components along with making a choice of behavior to reduce 
or resolve the stress. Common types of emotional stressors include interpersonal conflict, loss of 
relationship, death of a close family member, or loss of a child. Highly threatening or stressful 
events also include emotional and physical traumas such as violent victimization and emotional, 
physical and sexual abuse. Common internal physiological states that are stressors include hunger 
or food deprivation, sleep deprivation or insomnia, psychoactive drug use, extreme hyper- or 
hypo-thermia and drug withdrawal states (see Table 24.1).

Table 24.1  Types of adverse life events, trauma, chronic stressors and individual-level variables predictive 
of addiction risk

Adverse life events Childhood and life 
trauma

Chronic stressors Stressful internal states

 • Loss of parent;
 • Parental divorce 

and conflict;
 • Isolation and 

abandonment;
 • Single parent 

family structure;
 • Forced to live apart 

from parents;
 • Loss of child by 

death or removal;
 • Unfaithfulness of 

significant other;
 • Loss of home to 

natural disaster;
 • Death of significant 

other/close family 
member.

 • Physical neglect;
 • Physical abuse 

by parent/
caretaker/
family member/
spouse/
significant other;

 • Emotional abuse 
and neglect;

 • Sexual abuse;
 • Rape;
 • Victim of gun 

shooting or 
other violent 
acts;

 • Observing 
violent 
victimization.

 • Being overwhelmed;
 • Unable to manage life 

problems;
 • Difficulties with job, 

living situation;
 • Financial problems;
 • Interpersonal 

conflicts, loneliness;
 • Unfulfilled desires;
 • Problems with 

children;
 • Illness of loved ones;
 • Negative 

emotionality;
 • Poor behavioral 

control;
 • Poor emotional 

control.

 • Hunger or food 
deprivation;

 • Food insecurity;
 • Extreme thirst;
 • Sleep 

deprivation, 
insomina;

 • Extreme hypo- 
or hyper-thermia;

 • Excessive drug 
use;

 • Drug withdrawal 
states;

 • Chronic illness.

Source: Updated and adapted from Sinha 2008.
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Stress and emotions

Emotions refer to feelings of sadness, anger, fear, joy, disgust and surprise, which encompass the 
primary emotions, and also involve secondary emotions such as guilt and shame (Ekman and 
Davidson 1994). A key feature of emotions is that they are transient and may involve sensations 
and physiologic arousal (Lang and Bradley 2010) and resolve quickly with normal emotion reg-
ulation processes (Gross 2002). When they linger, they often involve multiple emotional states 
and overlap with stress as described above, thereby requiring adaptive or maladaptive responses 
or coping to resolve and reduce the distress state.

Stress, resilient coping and maladaptive behaviors

Stress can be mild/moderate in duration, or severe and extreme and these gradations in intensity 
contribute to the type of adaptation or coping behaviors that an individual may select to reduce 
the stress state. With mild/moderate stress that is limited in duration there are ample opportuni-
ties for utilizing social, biological and cognitive resources to appraise the stressors, and to engage 
in active coping processes to make decisions and select responses to decrease the stress in the 
service of goal-directed behaviors. Such experiences are often thought of as opportunities for 
learning and growth that reinforce resilient coping and promote mastery to support develop-
ment and long-term needs. On the other hand, the more prolonged, repeated or chronic the 
stress, with greater uncontrollability or unpredictability of the stressors, the greater the risk of 
inflexible, ritualized and habitual behaviors in response to the stress. Examples of such behav-
iors may be avoidant behaviors like withdrawing from social networks, and binge or excessive 
drug use that, in turn, also have negative effects on brain and body systems involved in adaptive 
function. Thus, the dimensions of intensity, controllability, predictability, and flexibility are 
important in understanding the role of stress in increasing risk of maladaptive behaviors such 
as addiction.

Neural and physiological pathways involved in the stress response

On the basis of recent biobehavioral evidence, the acute stress response is manifested via three 
brain networks (Sinha et al. 2016). The first is the stress reaction network involving brain cir-
cuits that signal, monitor and process an acute distressing situation. This involves the brain’s 
emotion (limbic) and motivational (striatal) regions such as the brainstem, hypothalamus, mid-
brain, amygdala, hippocampus, insula, thalamus, medial temporal cortical regions and the ven-
tral and dorsal striatum. These limbic and striatal networks are activated to identify and learn 
about emotional stimuli and mobilize the cognitive and behavioral response based on their 
aversive and rewarding properties and contribute to the emotional experience of stress. Other 
cortical regions such as the anterior cingulate and dorsolateral prefrontal cortex (DLPFC) and 
precentral and inferior parietal regions further support the cognitive aspects of experiencing and 
understanding the stress state. The second network appears to be a dynamic adaptive process to 
reduce the experience of stress via avoidance, suppression and other neurobehavioral strategies, 
and involves brain areas such as the insula, hippocampus and ventrolateral prefrontal cortex. 
Finally, the third brain network is a flexible, dynamic set of regions involving the ventral stria-
tum and ventromedial prefrontal cortex (VmPFC) and related circuits. This network underlies 
physiologic and active coping-related cognitive processes that supports goal-directed response 
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selection and decision making, representative of resilient coping (Sinha et al. 2016). There are 
likely sex and developmental differences in the manifestation of these components and a disrup-
tion of any of these components and processes may well contribute to sustained and chronic 
stress states.

The above brain stress responses coordinate our well-known “fight” or “flight” response, 
which produce stress sensations such as the heart beating faster, breathing faster, mobilizing 
energy stores and inflammatory responses, via the hypothalamic-pituitary-adrenal (HPA) axis 
that signals to produce cortisol, and the autonomic nervous system that mobilizes heart rate 
and blood pressure arousal, and also immune responses. These physiological arousal pathways 
signal the body and the brain to coordinate and modulate the behavioral, cognitive and learning 
aspects of the stress response. The HPA axis is stimulated by the corticotropin releasing factor 
(CRF), released from the paraventricular nucleus (PVN) of the hypothalamus, to stimulate 
the adrenocorticotrophin hormone from the anterior pituitary that initiates the secretion of 
cortisol/corticosterone from the adrenal glands. The autonomic nervous system includes the 
sympathetic nervous system that mobilizes the cardiovascular and immune arousal responses, 
and the parasympathetic nervous system that is involved in regulating the sympathetic arousal 
by providing the ‘brakes’ to the sympathetic arousal and in regaining homeostasis via the sym-
pathoadrenal medulary (SAM) pathways. Recent evidence also indicates that the sympathetic 
pathways provide further modulation of the adrenal glands for release of cortisol as well as 
release of norepinephrine and epinephrine. These are the core stress pathways involved in stress 
arousal and mobilization of the body and brain to respond to stress and in regulation of stress so 
as to regain homeostasis.

In addition, a number of neurochemical pathways have extensive influence in extrahypotha-
lamic brain regions across the corticostriatal-limbic pathways and play a critical role in modulating 
the subjective and behavioral stress responses. For example, CRF, opioids gamma-aminobutyric 
acid (GABA) and glutamate are involved in excitatory and inhibitory functions to modulate 
the stress circuits identified above. Also, central catecholamines, particularly noradrenaline and 
dopamine, are involved in modulating brain motivational pathways (including the ventral teg-
mental area-VTA, ventral striatum/nucleus accumbens (NAc), and the ventromedial prefrontal 
(VmPFC) including orbitofrontal regions) that are important in regulating distress, exerting 
cognitive and behavioral control, and influencing choice, response selection and decision mak-
ing. Furthermore, recent evidence also shows a role for feeding hormones in modulating brain 
circuits involved in energy regulation that may further contribute to motivation and behavioral 
responses to stress. Thus, hypothalamic and extrahypothalamic circuits involving multiple affec-
tive and energy regulating functions interact with brain motivational pathways to critically affect 
adaptive and homeostatic processes.

Neurobiological responses to high uncontrollable stress

Recent evidence from human brain imaging research shows that recent life stressors, trauma and 
chronic stress are associated with lower gray matter volume in medial prefrontal, hippocampus 
and insula regions of the brain. These are key regions contributing to each of the components 
of the stress response described above. Similarly, exposure to recent life stress and acute stress 
may decrease responses in the prefrontal regions such as the DLPFC and VmPFC associated 
with working memory, reward processing and resilient coping. Thus, with increasing levels of 
stress, there is a decrease in prefrontal functioning and increased limbic-striatal level responding, 
a brain pattern associated with low behavioral and cognitive control. Low behavioral and cogni-
tive control linked to the prefrontal and insular cortex and high responding in limbic-emotional 



Stress and addiction

303

and striatal-motivation brain regions under stress provides one specific pattern for promoting 
addictive behavioral patterns where there is a decreased ability to control rewarding behaviors. 
Thus, motivational brain pathways are key targets of stress chemicals, which points to an impor-
tant potential mechanism by which stress affects addiction vulnerability.

Stress and addiction risk

Many of the major theories of addiction also identify an important role of stress in addiction. 
These range from psychological models that view drug use and abuse as a coping strategy to deal 
with stress, reduce tension, self-medicate, or decrease withdrawal-related distress, to neurobio-
logical models that propose incentive sensitization and stress allostasis concepts to explain how 
neuroadaptations in reward, learning and stress pathways may enhance the key features of addic-
tion, namely, craving, loss of control and compulsion. This section reviews the converging lines 
of evidence that point to the critical role that stress plays in increasing addiction vulnerability.

Chronic stress and adversity and increased vulnerability to drug use

Considerable evidence from population-based and clinical studies indicate a positive association 
between psychosocial adversity, negative affect and chronic distress and addiction vulnerability. 
It is important to note that there are some negative studies that do not support the notion that 
stress increases drug use, and such studies highlight the need to consider a variety of measure-
ment issues such as, measurement of stress (e.g., acute versus chronic; subjective or perceived 
stress versus repeated adverse life events, mood and stress induction versus a subjective rating 
of stress) and measurement of addictive behaviors (self-report, objective tests; assessment of one 
substance such as alcohol or multiple substances including nicotine), and measurement over a 
period of days (single assessment versus repeated real-life daily assessment, retrospective report-
ing versus prospective reports). Despite these caveats, the majority of studies show positive sup-
port for the association between stress and addictive behaviors.

The evidence in this area can be categorized into four broad types: (1) Prospective stud-
ies demonstrating that adolescents facing high recent negative life events show increased lev-
els of drug use and abuse. (2) Studies linking trauma and maltreatment with addiction, and 
associated negative affect, chronic distress and risk of substance abuse. Furthermore, stress and 
trauma-related psychiatric illnesses such as mood and anxiety disorders, including post-traumatic 
stress disorder (PTSD), attention deficit hyperactivity disorder (ADHD) and behavioral conduct 
problems, are all associated with increased risk of substance use disorders. (3) Research on life-
time exposure to stressors and the impact of cumulative adversity on addiction vulnerability after 
accounting for a number of control factors such as race/ethnicity, gender, socioeconomic status, 
prior drug abuse, prevalence of psychiatric disorders, family history of substance use, behavioral 
and conduct problems. A high number of cumulative stressful life events is significantly predic-
tive of alcohol and drug dependence in a dose-dependent manner, even after accounting for 
control factors. Furthermore, the dose-dependent effects of cumulative stressors on risk for 
addiction existed for both genders and for Caucasian, African-American and Hispanic race/eth-
nic groups (Sinha 2008). (4) Human laboratory experimental research and studies using ecologi-
cal momentary assessment (EMA) techniques to assess ongoing drug use in daily life. Laboratory 
studies provoke emotional, cognitive or social stress in the context of an experiment followed 
by assessment of drug motivation and opportunities for drug self-administration. Such studies 
examining effects of stress exposure on drug use are limited to legal drugs such as alcohol and 
nicotine, due to ethical reasons of providing opportunities for illicit drug use to non-addicted or 
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non-exposed samples. Findings from these studies generally support the notion that acute expo-
sure to stress or negative mood or high ratings of negative mood and stress are associated with 
alcohol and nicotine use, but the effects of drinking history, history of adversity, social stress and 
expectancies are known to play a role in these studies. The types of adverse life events, chronic 
stressors, traumatic events and negative affective states that have been associated with risk of 
addiction are presented in Table 24.1.

Stress effects on motivation and adaptive circuits

There is growing evidence that high uncontrollable stress alters activity of the prefrontal and 
other cortical brain regions that coordinate higher cognitive or executive control functions 
(Sinha 2008; Arnsten et al. 2012). These functions include regulating distress and emotions, 
such as controlling and inhibiting impulses, refocusing and shifting attention, working mem-
ory, monitoring conflict and behavior, linking behaviors to possible future consequences, and 
flexible consideration of alternatives for response selection and decision making. Psychosocial 
and behavioral scientists have elegantly shown that under high levels of uncontrollable emo-
tional and physiological stress or negative affect there is a decrease in working memory func-
tion, poor attention and flexibility, lower behavioral control and increases in impulsive and/
or habitual responding, that, in turn, may compromise resilient coping. Chronic and repeated 
stress and early-life trauma are each associated with more maladaptive coping and poor executive 
control function.

The stress-related decrements in cognitive and behavioral functioning parallel brain-
imaging studies showing a link between increasing numbers of stressful or traumatic life 
events and lower brain gray matter volume in orbitofrontal and ventromedial, dorsolateral 
prefrontal and rostral anterior cingulate cortices as well as insula and striatal regions. Early life 
stress and trauma and child maltreatment are associated with specific alterations in stress reac-
tivity and signaling regions such as the amygdala, hypothalamus and hippocampus regions. 
This research is consistent with a number of basic science studies showing that early life 
stress and prolonged and repeated stress adversely affects development of the prefrontal cor-
tex (PFC). Repeated and chronic stress-related changes in prefrontal cortical neuron spines, 
density, and retraction of synapses have been documented in animal studies (McEwen and 
Morrison 2013). Jointly such research indicates that the PFC and related circuits are highly 
dependent on environmental experiences for maturation and adaptive functioning and is a 
critical target of stress and adversity.

Other neurobiological evidence points to stress-impairing catecholamine modulation of 
prefrontal circuits, which, in turn, impairs executive functions like working memory and self-
control. Such research is consistent with the growing evidence that adolescents with high 
exposure to life stress (as those listed in Table 24.1) and at-risk for substance abuse are more 
likely to show decreased emotional and behavioral control, and decreased self-control is asso-
ciated with risk of substance abuse and other maladaptive behaviors. Adolescents at-risk for 
substance abuse are known to have decreased executive functioning, low behavioral and emo-
tional control, poor decision making and greater levels of deviant behavior and impulsivity. 
The corticostriatal-limbic dopamine pathways have been associated with impulsivity and deci-
sion making and addiction risk, and, as discussed in previous sections, specific regions of this 
pathway, such as the VTA, NAc, PFC and the amygdala, are highly susceptible to stress-related 
signaling and plasticity associated with early life stress, repeated and chronic stress experiences.
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Stress mechanisms affecting reward increase addiction risk

Both early life stress and chronic stress are also known to significantly affect the mesolimbic 
dopamine pathways and play a role in drug self-administration. Repeated and prolonged expo-
sure to maternal separation in neonatal rats significantly alters the development of central CRF 
pathways. These animals as adults show exaggerated HPA and behavioral responses to stress. 
Such physiological and behavioral changes are associated with altered CRF mRNA expression 
in the PVN, increased CRF-like immunoreactivity in the locus coeruleus (LC) and increased 
CRF receptor levels in the LC and raphe nuclei. The adult animals also show decreased negative 
feedback sensitivity to glucocorticoids (GC) and these changes are accompanied by decreased 
GC receptor expression in the hippocampus and frontal cortex. Decreased GABA receptor lev-
els in noradrenergic cell body regions in the LC and decreased central benzodiazepine (CBZ) 
receptor levels in the LC and the amygdala have also been reported. More importantly, rats 
exposed to maternal separation in childhood show significantly elevated DA responses to acute 
stress along with increased stress-induced behavioral sensitization and robust behavioral sensi-
tization to psychostimulant administration, suggesting heightened behavioral responses to psy-
chostimulants. Such cross-sensitization of stress and drugs of abuse is associated with enhanced 
release of DA in the NAc, lower NAc-core and striatal DA transporter sites, and reduced D3 
receptor binding sites and mRNA levels in the NAc shell. In addition, changes in brain nor-
epinephrine is also known to alter DA signaling and increase behavioral and psychostimulant 
sensitization. However, sex differences in sensitization patterns have been reported, suggesting 
that specific sex-specific alterations as they pertain to risk of addiction needs further attention.

The PFC, and particularly the right PFC, plays an important role both in activating the 
HPA axis and autonomic responses to stress and in regulating these responses. For example, 
lesions of the ventromedial PFC results in enhanced HPA and autonomic responses to stress. 
High levels of glucocorticoid receptors are also found in the PFC and chronic GC treatment 
results in a dramatic dendritic reorganization of PFC and hippocampal neurons. Human studies 
on the neurobiological effects of child maltreatment document neuroendocrine changes as well 
as alterations in size and volume of prefrontal, thalamic and cerebellar regions associated with 
maltreatment and with initiation of addiction. Similarly, adult human structural neuroimaging 
studies show stress-related decreases in gray matter volume in the medial PFC and reduced 
gray matter volume in prefrontal and anterior cingulate regions in samples of addicted popula-
tions. Together, the data presented in this section highlight the significance of stress effects on 
mesolimbic and prefrontal regions that are important in stress regulation, behavioral control and 
decision making.

Interestingly, biological stress responses with increases in the stress hormone cortisol (cor-
ticosterone in animals) can significantly affect dopamine signaling in the reward and motiva-
tion pathways. For example, stress exposure and increased corticosterone enhances dopamine 
release in the nucleus accumbens (NAc). Suppression of corticosterone by surgical removal of 
the adrenal glands (adrenalectomy) reduces extracellular levels of dopamine under basal condi-
tions and in response to stress and psychostimulants. However, chronic corticosterone inhibits 
DA synthesis and turnover in the NAc. There is also evidence that, like drugs of abuse, stress 
and concomitant increases in CRF and corticosterone enhances the activity of the excitatory 
neurotransmitter glutamate in the VTA, which, in turn, enhances activity of dopaminergic 
neurons. Human brain imaging studies have further shown that stress-related increases in cor-
tisol are associated with increased dopamine transmission in the ventral striatum, and some 
evidence also reveals that amphetamine-induced increases in cortisol are associated with both 
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dopamine binding in the ventral striatum and with ratings of amphetamine-induced euphoria. 
Furthermore, both stress and drugs of abuse activate the mesolimbic pathways, and each result 
in synaptic adaptations in VTA dopamine neurons and in morphological changes in the medial 
prefrontal cortex.

In addition to a role in reward, a growing body of human imaging studies and preclinical 
data indicate that the ventral striatum/nucleus accumbens (VS/NAc) and the VTA are also 
involved in aversive conditioning, experience of aversive pain stimuli and in anticipation of 
aversive stimuli. Such evidence points to a role for the mesolimbic dopamine pathways beyond 
reward processing and includes its role in habit formation, motivation and attention to behavio-
ral response during salient (aversive or appetitive) events. Furthermore, additional stress response 
regions, intricately connected to the mesolimbic DA pathways and involved in reward, learning 
and adaptive goal-directed behaviors, are the amygdala, hippocampus, insula and related corti-
colimbic regions. These regions along with the mesolimbic DA pathways play an important role 
in interoception, emotions and stress processing, impulse control and decision making, and in 
the addictive properties of drugs of abuse.

Drug use and abuse alters stress and reward pathways

Acute administration of the most commonly abused drugs such as alcohol, nicotine, cocaine, 
amphetamines and marijuana not only activate brain reward pathways (mesocorticolimbic dopa-
minergic systems) but also potently affect brain stress pathways (CRF-HPA axis and the auto-
nomic nervous system pathways) with increases in plasma ACTH and corticosterone, changes 
in heart rate and blood pressure and skin conductance responses. Regular and chronic use of 
these drugs is also associated with adaptations in these stress systems that are specific by drug. For 
example, changes in heart rate and heart rate variability (HRV) are reported with regular and 
chronic alcohol use. Sustained increases in HPA axis function in the case of psychostimulants 
and tolerance to the inactivating effects of the drug in the case of morphine, nicotine and alco-
hol have also been demonstrated. These direct effects of drugs of abuse on major components 
of the neural and physiological stress responses raise the question of whether these stress-related 
adaptations may drive compulsive motivation and craving and addiction risk.

Drug abuse alters cortico-striatal reward/motivation pathways

Although acute administration of drugs increase mesolimbic dopamine, regular binge and 
chronic use of abusive drugs and acute withdrawal states decrease activity of the mesolimbic 
dopamine pathways with decreases in basal and stimulated dopamine reported in several pre-
clinical and clinical studies. Basic science research shows chronic use of drugs dramatically alters 
central noradrenergic pathways in the ventral and dorsal striatum, other areas of the forebrain 
and the ventromedial prefrontal cortex. Human brain imaging studies corroborate these pre-
clinical data, with reduced D2 receptors and dopamine transmission in the frontal and ventral 
striatum regions reported in alcohol dependent individuals and cocaine dependent individuals 
during acute withdrawal and protracted withdrawal (up to three–four months). Furthermore, 
blunted dopamine release in the ventral striatum and anterior caudate was also associated with 
the choice to self-administer drugs such as cocaine and alcohol over money in human addicts. 
These changes are similar to the effects of prolonged and repeated stressors on mesolimbic dopa-
mine and norepinephrine deficiency noted in the previous section, and suggest that chronic 
drug effects on extrahypothalamic CRF, noradrenergic or glucocorticoid systems may directly 
impact the cortico-striatal limbic dopamine pathways.
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On the other hand, regular and chronic exposure to drugs results in ‘sensitization’ or enhanced 
behavioral and neurochemical response to drugs and to stress. Synaptic alterations in the VTA, 
NAc and medial PFC modulated by glutamate effects on dopamine neurons, and CRF and 
noradrenergic effects on DA and non-DA pathways contribute to behavioral sensitization of 
stress and drugs of abuse. In addition, increased levels of brain-derived neurotrophic factor 
(BDNF) in the mesolimbic dopamine regions has been associated with increases in drug seeking 
during abstinence from chronic drug use. Furthermore, behavioral sensitization observed with 
drugs of abuse and with stress are associated with synaptic changes in mesolimbic dopamine 
regions, particularly the VTA, NAc and the amygdala, and such changes contribute to com-
pulsive drug seeking. Thus, there are significant physiological, neurochemical and behavioral 
alterations in stress and dopaminergic pathways associated with chronic drug use, which, in 
turn, may affect craving and compulsive seeking, maintenance of drug use and relapse risk. It is 
not entirely clear how long these changes persist, and the extent to which there is recovery or 
normalization of these pathways and responses.

Chronic drug effects on stress responses, drug craving and relapse risk

Clinical symptoms of irritability, anxiety, emotional distress, sleep problems, dysphoria, aggres-
sive behaviors and drug craving are common during withdrawal and early abstinence from 
alcohol, cocaine, opiates, nicotine and marijuana. Acute withdrawal states are associated with 
increases in CRF levels in CSF, plasma ACTH, cortisol, norepinephrine (NE) and epinephrine 
(EPI) levels. Early abstinence is associated with high basal ACTH and cortisol responses, and a 
blunted or suppressed ACTH and cortisol response to pharmacological and psychological chal-
lenges in addicted individuals. Active use states on the other hand may show greater reactivity 
to pharmacologic stress challenges in some types of addiction. These disruptions highlight the 
significant effects of drug use and abuse on physiological stress responses and suggest their pos-
sible effects on drug motivation and intake.

Drug craving or ‘wanting’ for drug is conceptually different from other anxiety and negative 
affect symptoms as it comes from ‘desire’ or a wish for rewarding or hedonic stimuli. However, 
with chronic drug use the terms craving and wanting often become associated with a physi-
ological need, hunger and strong intent to seek out the desired object, thereby representative of 
the more compulsive aspects of craving and drug seeking identified by addicted patients, but also 
seen in non-dependent binge and heavy social drug users. In particular, craving and compulsive 
seeking is strongly manifested in the context of stress exposure, drug-related cues and drug itself 
and can become a potent trigger for relapse. Heightened craving or wanting of drug is associated 
with more severe drug use and is thought to represent the behavioral aspects of molecular and 
cellular changes in stress and dopamine pathways discussed in the previous section. Indeed, some 
support for this idea comes from laboratory and imaging studies summarized below.

The shift from normal healthy desire to drug craving with increased levels of drug use is also 
associated with changes in limbic, striatal and cortical brain systems. For example, changes in 
hypothalamic pituitary adrenal (HPA) axis responses, altered and blunted amygdala response to 
fear/threat-potentiated startle in heavy drinkers compared with light social drinkers, and auto-
nomic imbalances in sympathetic/parasympathetic systems have been reported with increased 
drug use. A number of studies have assessed neural changes associated with the drug-craving state 
with correlations to subjective drug craving and to drug use/relapse. Brief exposure to cocaine 
cues, known to increase drug craving in cocaine-dependent (CD) individuals, increased activity 
in the amygdala and regions of the frontal cortex, and with gender differences reported in amyg-
dala activity and the frontal cortex response in cocaine-dependent individuals. Cue-induced 
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craving for nicotine, methamphetamine and opiates also activate regions of the prefrontal  
cortex, amygdala, hippocampus, insula and the VTA.

As stress also increases drug craving in addicted individuals relative to controls, brain acti-
vation during stress and neutral states using functional magnetic resonance imaging (fMRI) 
studies has been assessed in healthy controls and abstinent addicted individuals. For example, 
treatment-engaged abstinent cocaine-dependent (CD) individuals and controls both showed 
similar levels of distress and pulse changes during stress exposure, but brain response to emo-
tional stress in paralimbic regions such as the anterior cingulate cortex (ACC), hippocampus and 
parahippocampal regions was greater in healthy controls during stress while CD patients showed 
a striking absence of such activation. In contrast, patients had increased activity in the caudate 
and dorsal striatum region during stress, activation that was significantly associated with stress-
induced cocaine craving ratings. A larger follow-up study assessed brain response to stress, drug 
cues and neutral-relaxing cues using individualized guided imagery in CD versus healthy social 
drinking men and women. Findings indicated that CD versus healthy women showed greater 
activation in limbic-striatal regions such as the amygdala, caudate-putamen, insula and ACC 
during stress, while CD men relative to male controls showed significantly greater responsive-
ness in these regions to drug cues and in the neutral relaxing condition. These data are consistent 
with other evidence of increased reactivity to stress and drug cues during drug-craving states in 
patients relative to controls, and also highlight the importance of examining sex differences in 
drug-craving-related neuroadaptations.

As findings from multiple studies has shown that stress-induced and drug-cue-induced crav-
ing is significantly greater in addicted individuals relative to controls, we also assessed brain 
correlates of stress- and cue-induced alcohol craving in abstinent, treatment-engaged alcohol-
dependent (AD) individuals. Results indicate a robust hyperactivity during the neutral relaxed 
state in the ventral striatum and the ventromedial PFC (VmPFC)/ACC, which correlated with 
provoked stress-induced and cue-induced drug craving. Stress- and drug-cue-induced craving 
was also associated with blunted responses in these regions in the stress and drug-cue conditions, 
and both hyperactivation of the VmpFC in the neutral relaxed state and hypoactivation of the 
VmPFC and the insula during stress was predictive of future time to alcohol relapse and severity 
of alcohol relapse during the subsequent recovery period. These findings identify neuroadapta-
tions in the VmPFC, ventral striatum and insula networks that show disrupted functioning in 
the relaxed state, that, in turn, contributes to hypoactive responses during provoked/challenge 
conditions in addicted individuals.

Hypofrontal activation in the ACC and VmPFC during drug-cue and stress-induced crav-
ing states as reported above is consistent with a growing literature from neuropsychological and 
imaging studies examining prefrontal executive functions, including impulse control, decision 
making and set shifting, which has shown executive function deficits and hypo-frontal responses 
in addicted individuals compared with control volunteers. Interestingly, evidence from research 
on stress-related shifts in goal-direct motivation to habit-based responding also points to blunted 
responses in the medial PFC region. Together, the neuroadaptations associated with addiction 
as well as the neural responses under conditions of stress suggest that disruption of VmPFC 
and ACC function with blunted responses in these regions during stress, drug-cue and other 
challenge states may mediate increased drug craving and loss of behavioral control over drug 
craving. Whether it is blunted VmPFC/ACC responses due to stress/chronic drug exposure or 
stress-motivated habit responses or both that are required for increased risk of relapse are not 
fully understood. Certainly the human data from the alcohol-relapse findings described above 
point to disrupted top-down control of cravings that increase relapse risk.
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No use
Light/recreational use Moderate Binge/Heavy Dependence

Addiction

Alterations in cortico-striatal-limbic circuits

Altered VTA, hypothalalmus, amygdala, HP
striatum response and PFC regulation

Altered dopamine, glutamate, CRF, GABA
norepinephrine, Opioids, Ecb

Craving/wanting (strong, reliable)
longing/physiological need

Drug-related
Neuro-adaptations

VTA-VS-PFC balance

Normal DA, Opioids
Glutamate

Craving
Subjective desire
wish (mild/transient)

Triggers
Drug, Drug cues

Stress, Drug, Drug Cues

Figure 24.1  A schematic diagram representing drug craving and motivation on a dimensional 
continuum with increasing levels of drug exposure and history is presented. Drug-related 
neuroadaptations in cortico-striatal limbic networks and neurochemical adaptations that 
may be examined for their contribution to the drug-craving state are highlighted. VTA =  
ventral tegmental area; HP = hippocampus; CRF = corticotrophin releasing factor; VS = 
ventral striatum; DA = dopamine; PFC = prefrontal cortex; GABA = Gamma-aminobutyric 
acid; Ecb = endocannabinoids.

Source: Reprinted from Sinha 2013, Current Opinion in Neurobiology.

A schematic representing drug motivation and craving on a dimensional continuum that is 
based on level of exposure and drug history and associated neuroadaptations in stress and reward 
circuitry and in neurochemistry is presented in Figure 24.1 (adapted from Sinha 2013).

Conclusions and future directions

This chapter focuses on the accumulating evidence from preclinical, clinical and population 
studies that highly stressful situations and chronic stress increases addiction vulnerability, facili-
tating continued drug use and abuse and ultimately chronicity of addiction severity and relapse 
risk. The types of stressors that increase addiction risk are identified in Table 24.1. These tend to 
be highly emotionally distressing events that are uncontrollable and unpredictable. The themes 
range from loss, violence and aggression, poor support, interpersonal conflict, and isolation 
and trauma. There is also evidence for a dose-dependent relationship between accumulated 
adversity and addiction risk, with the greater the number of stressors an individual is exposed to, 
the higher the risk of developing substance use disorders. Work-related stressors have weaker 
support but individual level variables such as trait negative emotionality and poor self-control 
(possibly similar to poor executive function) appear to also contribute uniquely to addiction 
risk. Exposure to such stressors early in life and accumulation of stress (chronicity) results in 
neuroendocrine, physiological, behavioral and subjective changes that tend to be long lasting 
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and adversely affect development of brain systems involved in learning and motivation and 
stress-related adaptive behaviors. Research that directly addresses stress-related neurobiological 
changes and its association with behavioral outcomes is sorely needed. Evidence to clarify the 
contribution of stress on alterations in mesolimbic dopamine activity and its association to drug 
use is also needed.

A review of evidence indicating the effects of drug use and abuse on stress responses and dopa-
mine transmission is presented. Altered stress/emotional and motivational responses that are asso-
ciated with craving and relapse to drug use is reviewed. While substance abuse results in changes 
in stress and dopaminergic pathways involved in motivation, self-control and adaptive processes 
necessary for survival, whether such changes enhance drug seeking or craving and drug-use 
behaviors is lacking. For example, studies on whether prior exposure to licit and illicit drugs 
modifies the association between stress and drug self-administration are rare. While there are 
specific neuroadaptations in reward and associated regions, it is also important to examine which 
of these changes are involved in increasing drug intake and supportive of addictive processes such 
as progressive loss of control, persistence of craving and escalating drug self-administration. As 
stress also increases risk of mood and anxiety disorders that are highly co-morbid with addiction, 
it is important to examine whether there are specific stress-related factors that contribute to risk 
for co-morbid mood and anxiety disorders and addiction risk. Exploration of gene–environment 
interactions could be particularly helpful in answering such questions.

Drug motivation and craving is also presented as a dimensional construct that grows with 
increasing levels of drug use. With increased salience of drug, there is greater motivation or 
‘wanting’ of drug as posited by the incentive sensitization model of addiction. Evidence from 
human experimental and neuroimaging studies also shows increases in stress-induced wanting 
along with higher drug-cue-induced craving in the addicted state, which is accompanied by 
increased levels of stress-related arousal, anxiety and an expanded network of corticolimbic-
striatal activation under stress, drug, drug cue and relaxed exposure conditions. Interestingly, 
several studies show disruption of medial prefrontal activity during both craving or cognitive 
challenge that is associated with drug use/relapse in addicted individuals. As the medial prefron-
tal region has been identified as an important region in self-control, it appears that compromised 
self-control may be a key aspect of the compulsive motivation for drug intake and addiction 
risk and relapse.

Despite the growing evidence for stress and reward adaptations that strengthen drug motiva-
tion, there is a need to identify the behavioral, neurobiological and physiological adaptations 
that occur with increased levels of drug use even in the absence of addictive disorders, and, 
specifically, the key components that predict development of craving and enhanced motiva-
tion for drug. Furthermore, identification of the neuro-biological components specific to the 
drug-craving state may result in development of valid craving-related neural markers that may 
be targeted for future prevention and treatment efforts. For example, as data are accruing on 
disrupted prefrontal control over urges as a key component of the drug-craving state, targeting 
such compromised prefrontal function as a biomarker for normalization with agents that res-
cue the prefrontal cortical neurons may represent a useful strategy in treatment development. 
Alternatively, strategies that reduce activity in the limbic-striatal network in response to drug, 
cues or stress may also be useful in reducing drug craving, drug use and relapse. Studies on 
increasing understanding of the neurobiology of aversive states that promote sensitization and 
approach behaviors as well as those on the neurobiology of inhibitory control processes and 
compulsive habits may contribute to improving strategies for reducing drug craving and relapse 
prevention in addiction. Finally, it is not known if the human brain recovers from addiction-
related neuroadaptations and can return to healthy levels of desire. It may well be that a realistic 
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goal is not to decrease limbic-striatal reactivity and related alterations associated with craving, 
but to improve self-control and regulation of drug craving, which, with long-term recovery, 
may diminish craving circuits that drive habit, automaticity and relapse risk.

Abbreviations

HPA Axis: hypothalamic-pituitary-adrenal; SAM: Sympathoadrenal medulary; VTA: Ventral 
Tegmental Area; NAc: Nucleus Accumbens; mPFC: Medial Prefrontal Cortex; CRF: 
Corticotrophin Releasing Factor.

Acknowledgements

Preparation of this review was supported by grants from the National Institutes of Health, 
R01-AA13892, R01-DA18219, P50-DA016556, R01-020504, U01-DE019589, PL1-DA024859.

References
Adinoff, B. and Stein, E. A. (2011) Neuroimaging in Addiction, 1st Edition, West Sussex, UK: Wiley-Blackwell.
Arnsten, A. F. T. (2009) “Stress signaling pathways that impair prefrontal cortex structure and function”, 

Nature Reviews Neuroscience 10(6): 410–422.
Arnsten, A., Mazure, C. M. and Sinha, R. (2012) “This is your brain in meltdown”, Scientific American 

306(4): 48–53.
Ekman, P. and Davidson, R. J. (1994) The Nature of Emotion, New York, NY: Oxford University Press.
Epstein, D. H., Willner-Reid. J., Vahabzadeh, M., Mezghanni, M., Lin, J. L. and Preston, K. L. (2009) 

“Real-time electronic diary reports of cue exposure and mood in the hours before cocaine and heroin 
craving and use”, Archives of General Psychiatry 66(1): 88–94.

Goldstein, R. Z. and Volkow, N. D. (2011) “Dysfunction of the prefrontal cortex in addiction: neuroim-
aging findings and clinical implications”, Nature Reviews Neuroscience 12(11): 652–669.

Gross, J. J. (2002) “Emotion regulation: affective, cognitive and social consequences”, Psychophysiology 
39(3): 281–291.

Koob, G. F. and Volkow, N. D. (2016) “Neurobiology of addiction: a neurocircuitry analysis”, The Lancet 
Psychiatry 3(8): 760–773.

Lang, P. J. and Bradley, M. M. (2010) “Emotion and the motivational brain”, Biological Psychology 84(3): 
437–450.

McEwen, B. S. (2007) “Physiology and neurobiology of stress and adaptation: central role of the brain”, 
Physiological Reviews 87(3): 873–904.

McEwen, B. S. and Morrison, J. H. (2013) “The brain on stress: vulnerability and plasticity of the prefron-
tal cortex over the life course”, Neuron 79(1): 16–29.

Schwabe, L. and Wolf, O. T. (2009) “Stress prompts habit behavior in humans”, The Journal of Neuroscience 
29(22): 7191–7198.

Sinha, R. (2008) “Chronic stress, drug use and vulnerability to addiction”, Annals of the New York Academy 
of Sciences: Addiction Reviews 1141(1):105–130.

Sinha, R. (2013) “The clinical neurobiology of drug craving”, Current Opinion in Neurobiology 23(4): 
649–654.

Sinha, R. and Jastreboff, A. M. (2013) “Stress is a common risk factor in obesity and in addiction”, 
Biological Psychiatry 73(9): 827–835.

Sinha, R., Lacadie, C., Constable, T. C. and Seo, D. (2016) “Dynamic neural activity during stress signals 
resilient coping”, Proceedings of the National Academy of Sciences 113(31): 8837–8842.



http://taylorandfrancis.com


SECTION C

Psychological and neural  
mechanisms



http://taylorandfrancis.com


315

25
MECHANISTIC MODELS FOR 

UNDERSTANDING ADDICTION 
AS A BEHAVIOURAL DISORDER

Dominic Murphy and Gemma Lucy Smart

The very understanding of addiction as a disease is controversial, as is the best way to explain 
it. Psychiatry is dominated by a version of the medical model that sees psychopathologies as 
diseases whose observable symptoms are causally explained by abnormalities in underlying neu-
robiological systems. Although addictions seem similar in terms of symptoms, they can vary 
widely in their consequences and pathology. Many conceptions of addiction see the symptoms 
as primarily behavioural or psychological, defining it in terms of phenomena like craving (Elster 
1999) or in economic terms (Ross et al. 2008). However, even if these psychological or eco-
nomic theories of the phenomena are correct, there is still room for exploring the logic of the 
causal explanations that comport with the medical model. This is because the medical model can 
be seen as an application to psychiatry of the commitments of cognitive neuroscience (Murphy 
2006) and the dominant approach in the cognitive neurosciences is that human behaviour 
consists of capacities that can be analysed into other personal level capacities (Cummins 2000). 
In turn, these can then be situated within a hierarchy of biological processes. Personal-level 
phenomena can be broken down into their component processes and these processes can be 
understood, typically in representational terms, as the outputs of sub-personal systems that do 
things like assign a meaning to a phonological representation or compute visual edges.

This decomposition of the task and the allocation of the subtasks to interacting physical 
entities gives the general form of a mechanistic explanation. In this chapter we will discuss the 
application of this mechanistic perspective to addiction. It is important to note at the outset that 
mechanistic explanations are a specific type of causal explanation. Not all phenomena admit of 
mechanistic explanations, and not all causal explanations can be expressed in terms of mecha-
nisms. What distinguishes a mechanistic explanation is that it depends on the spatial arrangement 
of component parts and the nature of their interactions.

In the neurosciences we expect to identify processes that can be assigned to parts of the brain, 
where they will be revealed as the outcome of mechanisms – interacting systems of biological 
components. If it is the right approach, it will work throughout cognitive neuroscience. So, 
even if addiction is best understood as neither a disorder nor a fundamentally neurological phe-
nomenon, proponents of the mechanistic approach would still expect to explain it in the terms 
we will present, provided that we can explain the features of addiction as the result of interacting 
neurological systems. Addiction does not have to be a pathological phenomenon in order to 
receive a mechanistic explanation.
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We will try to set out the mechanistic approach in general terms in the first section, distin-
guishing it from functional explanation, which makes fewer biological commitments. We then 
discuss a mechanistic approach to addiction in more detail in the second section.

Mechanistic explanation

What is a mechanism?

In recent years philosophers have stressed the way in which explanation in the life sciences 
depends on finding mechanisms (Bechtel and Richardson 1993; Craver 2007; Tabery 2009). 
Rather than seeing explanation as a search for laws, mechanists seek the components within 
a system whose entities and activities are organised to produce the phenomena we want to 
explain. Philosophers disagree over exactly how to characterise mechanisms, but it is agreed 
that mechanisms comprise component parts and these parts have characteristic activities. There 
is a debate over whether the activities, as well as the physical structures within the mechanism, 
should be counted as primitive parts of the mechanism, but we can put that debate aside.

Let’s look at an illustrative example. Perhaps the first and most enduring mechanistic expla-
nation in the life sciences was Harvey’s (1628) discussion of the pumping of the blood by the 
heart. The heart has anatomically distinguishable components: these include the left and right 
atria, the left and right ventricle and the valves that lie between them. We might also include 
the veins and arteries, as they reach the heart, as part of the system, or we might not. (We will 
discuss the drawing of boundaries below.) If we were to consider the circulatory system as a 
whole we would certainly include the pulmonary vein and artery, the vena cava, the aorta and 
the capillaries. Bechtel (2006, p. 30) argues that the blood is also part of the mechanism, though 
a passive one.

We explain the circulation of the blood as the result of the contraction of the ventricles, 
which pushes blood into the large arteries. The valves close to prevent the blood flowing the 
wrong way. The left ventricle pumps blood through the aorta into smaller arteries that conduct 
it through the organs via the capillaries. It returns to the right atrium through the veins and 
passes to the right ventricle. When the right ventricle contracts, the blood is pushed through the 
pulmonary artery to the lungs where it takes in fresh oxygen and returns via the pulmonary vein.

This explanation relies on 1) identifying physical structures, such as chambers, valves and 
blood vessels and 2) showing how they interact to explain the phenomena involved in circula-
tion, including the passage of the blood around the body, its oxygen levels and other chemi-
cal properties. Unless the physical components were in those spatial relations, the explanation 
would not work: if the pulmonary artery did not physically interact with the respiratory system, 
for example, blood would not be re-oxygenated.

For a mechanistic explanation, then, we need a causal story that depends on interaction 
between spatially related components. Spatial and causal relations alone are not enough. It may 
be correct, for instance, to explain the founding and prosperity of Singapore as due to its being 
situated so as to dominate trade through the straits of Malacca. That’s a causal explanation and 
it relies on spatial relations (between the Malay Peninsula and the island of Sumatra) but it is 
not a mechanistic explanation, because the entities it mentions are arrayed in space but are not 
doing anything.

The first part of the process of mechanistic explanation is the identification of the phe-
nomena at issue. The psychological hallmarks of addiction, like craving, tolerance or relapse, 
count as phenomena. We discover the phenomena in the laboratory or through epidemiological 
study, and the clinical picture defines the phenomena we need to explain. The clinical picture 
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may mix up many different sorts of sign and symptom, including things we think of as para-
digmatically psychological and others that seem more physical. We will focus on the sorts of 
explanations of these diverse phenomena that can be offered by the cognitive neurosciences. 
The point of such explanations is that they employ information processing systems in the brain, 
not that they are limited to explaining psychological phenomena. Mechanistic explanations of 
addiction, then, aim at understanding phenomena by showing how they arise as the result not 
of the operation of natural laws, but via the interaction of components within brain systems. 
These mechanisms can themselves be further decomposed into their own subcomponents. They 
are composed of cells, and the functions of those cells would receive in their turn a mechanistic 
explanation in cell biological theory.

So the basic picture is that a mechanism has parts within it, and they in turn will have their 
own components. As Bechtel (2015) stresses, identifying the boundaries of the mechanism 
involves a strong element of idealisation. Biological mechanisms are as a rule causally connected 
with surrounding systems. The boundaries we draw reflect hypotheses about the best way to 
delineate natural phenomena for some explanatory purpose. What count as the boundaries of a 
mechanism relative to one explanation might be ignored in another explanation, in which the 
overall system gets partitioned very differently.

As an example, suppose a delusion is a psychotic episode that depends on relations between 
different psychological processes in different brain systems. Those brain systems might be 
involved in more than one mechanism. Suppose we think that a delusion involves a perceptual 
error, propagated through systems that are involved in decision making. The visual systems 
would also be a source of input into many other psychological processes, and lapses in deci-
sion making might be implicated in addiction or OCD as well as in a delusion. So, although 
a mechanistic explanation in the cognitive neurosciences will often refer to systems that we 
can discriminate anatomically, like the hippocampal complex, it is not those parts that count 
as the mechanisms. A mechanism is a team of parts chosen for their explanatory prowess with 
respect to one set of phenomena. A given pair of physiologically connected systems might be 
part of a mechanism in one context but not in another. A mechanism is not necessarily (though 
in practice it might often turn out to be) a physical system that is recognised by anatomical or 
physiological criteria prior to the start of our enquiry.

Mechanisms and levels

So on this account, explanation in neuroscience, as in biology more generally, involves describ-
ing mechanism(s) at levels of explanation in ways that make apparent the relationships between 
causally relevant variables at different levels (Woodward 2010). So we have a progressive decom-
position that is always relative to the behaviour of the overall system that needs to be explained.

How do levels fit in? There are many different ways in which levels talk is used (for a field 
guide, see Craver 2007, Ch. 5) Central to Craver’s influential account of mechanistic explana-
tion in the neurosciences is the relation of causal relevance between phenomena at different 
levels of explanation (Craver 2002, 2007). Causal relevance is defined in terms of manipulability 
and intervention. Events at one level are causally relevant in so far as they make a difference at 
another level.

One picture of levels descends from Oppenheim and Putnam (1958) and is ontological – the 
biological world is made up of entities (say organisms or cells) that have other entities within 
them (say, organs within the organism or organelles within the cell) all the way down to the 
subatomic level. In so far as mechanistic explanations have a metaphysics, this is it. However, the 
details of a mechanistic explanation often involve a different conception of levels, in which an 
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identical process is described or explained in more than one way. These levels are not ontologi-
cal but epistemic or descriptive. They mention not different phenomena but the same phenom-
ena described in different scientific terms.

The conception of levels that is of interest to us presently belongs to what Cummins (2000, 
p. 129) calls ‘top-down computationalism’ – as he puts it, the idea that the brain is a computer 
and the mind is what it does. The account of levels usually associated with top-down com-
putationalism is that, as Sterelny (1990, p. 43) puts it, there are three domains in psychology, 
and a level for each. The top level specifies what the system does, one level down specifies 
the information-processing means by which it does it, and the base level specifies the physi-
cal realisation. Sterelny calls the top level ecological; it specifies the cognitive capacities we are 
interested in. This picture of levels is not metaphysical in the sense outlined above. It does not 
describe different structures in a natural hierarchy: it describes different ways of understanding 
the same process. Identifying a potential mate, say, is the same as performing a certain computa-
tion, which is also a particular biochemical response.

Sterelny’s presentation accords with the consensus among philosophers of psychology that 
the topmost level should be understood intentionally. Marr (1982), who originated the picture, 
understood the top level as abstractly mathematical, not ecological (Egan 1995 summarises the 
debate). As Sterelny notes, the ecological interpretation (which describes what the system is 
doing) does not have to be limited to the personal level, since it can describe subcomponents 
within a system. Nor need it be expressed in folk-psychological terms. However, the top-down 
computational picture, applied to addiction, identifies clinical variables at the topmost level, and 
then looks for their physical implementation.

Marr was interested in understanding vision in the abstract, as a process that could be multi-
ply realised in diverse physical systems. But vision, like anything else biological, may be compre-
hensible in the abstract whilst also having a particular realisation in a species. It is this particular 
biological form taken by the abstract task that we can break down into subtasks that we assign 
to structural components of the organism. The computational description shows how the task is 
done, and the biological description shows how the computation is physically realised.

The domains of such a theory may be explanatory rather than ontological, but the level of 
physical realisation in the brain hooks up the explanatory picture with the metaphysical one 
we mentioned earlier. The mechanist assumes that the phenomena, identified in intentional or 
computational terms, require and can receive a physical explanation. This physical explanation 
will cite a biological mechanism at some appropriate level within the ontological hierarchy. 
This is what tethers the explanatory strategy to the biological world and makes the picture a 
mechanistic one. It does not just explain psychological processes but situates them within a 
broader picture of the world by showing how cognitive processes can be understood, via levels 
of explanation, as situated in another hierarchy of levels, that of ontological composition.

The mechanistic picture also fits with an idea of explanation as involving our showing how 
things work – taking the bigger system apart to reveal the workings within it. Breaking a prob-
lem down and showing how the bits are solved, and then breaking down those bits and showing 
how they are solved, is fundamental to how explanation works. This vision of explanation as 
decomposition or analysis is not tied to any particular metaphysics. But the multi-level picture 
of the mind is a way to take the analytic picture of explanation and tie it to a physicalist meta-
physics that also trades in levels. The very generality of this picture of explanation as breaking 
problems down in to sub-problems can seem to make mechanistic approaches very attractive. 
But there are other types of explanation that work similarly, notably functional explanation, and 
it is important to see how they differ.
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Functional explanation and mechanisms

Mechanistic explanation is not the only type of explanation with the property of epistemic 
decomposition. Functional explanations work similarly, and also fit in with an abstract picture 
of the medical model as the investigation of abnormal relations among cognitive-biological 
processes. A functional explanation breaks down some capacity of a system into a set of simpler 
capacities and shows how the organisation of these simpler capacities enables the overall capac-
ity to obtain. But it does not specify any physical realisation. Therefore, functional analyses are 
not mechanistic. They identify a system or phenomenon in terms of the processes that make it 
happen, while ignoring its physical makeup.

Roth and Cummins (forthcoming) note that natural and artificial hearts can be given a 
common functional analysis even if they have nothing physical in common. They also point 
to circuit diagrams as representing processes that can be understood even if one knows noth-
ing about what the items represented by the diagram are made of. They note how a functional 
analysis of the capacity for multiplication can be given in terms of the partial products algorithm 
even though specifying the algorithm provides no information at all about the physical set up or 
processes that implement it. Roth and Cummins argue that the functional analysis provided by 
the algorithm gives us a complete explanation for the capacity to multiply numbers because it 
shows us that any system able to compute the algorithm is thereby able to multiply. And what 
more could you ask of an explanation?

Plenty, if you’re a mechanist. We can put Cummins and Roth’s conclusion as a challenge 
to mechanists in the philosophy of psychiatry. If we were able to understand the behaviour 
of addicts as the product of pathological sub-dispositions, and provide a successful functional 
analysis of addiction, then why would we need a lot of information about physical mechanisms? 
Put another way, if the logic of the medical model is just that we can explain pathologies by 
showing how they arise via the interaction of abnormal psychological dispositions, then func-
tional analysis is enough. If we go further and insist on connecting the functional analysis to the 
physiology, what have we gained?

Piccinini and Craver (2011) argue that functional analyses are insufficient as explanations 
because they only give us sketches of mechanisms. The sketches need to be filled out with 
the details of the implementation by appeal to the physical constitution and operations of the 
system. Roth and Cummins, in contrast, contend that the functional analysis is not a sketch of 
anything, but a complete autonomous explanation. They do acknowledge that we might gain 
a deeper understanding of how systems work by grasping their physical details. But they insist 
that such understanding does not mean that the original functional explanation was incomplete. 
What they think a mechanistic explanation can do is provide what they call a “vertical expla-
nation” which supplies details of how the “horizontal explanation” provided by a functional 
explanation is implemented in a given physical set up.

To insist on a mechanistic explanation of addiction, then, would be to argue that a func-
tional explanation, were it possible, would not be enough. A mechanistic explanation would 
show how the functional analysis of addiction into psychological capacities and dispositions 
actually takes place in human beings. There are at least two reasons why one might push for 
a mechanistic account. First, in showing us the physical specifications of the addicted mind, 
it would open up the possibility of physical intervention and treatment. Second, it would 
enable us to integrate our understanding of addiction into a wider picture of how the human 
brain works. This might help us to reconceive our understanding of addictive phenomena 
by showing their connections to other kinds of pathology, and also their relations to one 
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another. If some addictions are physically similar to each other in unexpected ways, and others 
seem closer to other phenomena, we can enrich our understanding of addiction. Mechanistic 
explanations of addiction thus offer considerable payoffs. However, they might also revise 
our picture. If addiction is to be explained mechanistically, it needs to be explicable in certain 
ways, and some approaches to addiction may not fit. In the next section we explore these 
ramifications and look at some examples.

Addiction

Defining the phenomena

The first step in a mechanistic explanation, we have noted, is to identify the phenomena that 
we need to explain, and there are divergences among theorists of addiction over what these are. 
Advocates of mechanistic explanations urge a naturalistic approach. They recommend that if 
we wish to identify a kind or set of kinds, it is to science that we must turn. There are different 
sciences, though, that claim to understand addiction. Perhaps the dominant clinical and research 
approach at present is that of the DSM, which primarily discusses substance abuse disorders 
but also reclassified pathological gambling as an addiction in its fifth edition. It says (American 
Psychiatric Association 2013, p. 483) that the “essential feature of a substance use disorder is 
a cluster of cognitive, behavioral, and physiological symptoms indicating that the individual 
continues using the substance despite significant substance-related problems.” The DSM-5 sees 
each class of substance as essentially connected to a syndrome (Criterion A) featuring “impaired 
control, social impairment, risky use, and pharmacological criteria” (p. 483).

In very broad terms, addiction can be described as a set of behaviours relating to consumption 
patterns, as Becker and Murphy (1988) asserted. They claimed people could become addicted 
to substances but also to a wide range of behaviours like eating, working, practising religion 
and watching television. There are two problems with such a broad view. Conceptually, many 
theorists have reservations about asserting all there is to an addiction is a pattern of irrational 
preferences, as the economic approach suggests. And as a charter for mechanistic explanation, 
it seems implausible: it is unlikely that we could provide a unified mechanistic explanation of 
addiction across such heterogeneous activities. This does not mean that there will never be a 
unified account of addiction at all. But it is unlikely that everything that seems to fit a purely 
behaviourally based definition of addiction would share the same neurological/mechanistic 
explanation. A mechanistic explanation, if it is to be a general explanation of addiction, needs 
to apply to a phenomenon that unifies all the syndromes of interest.

The dominant neuroscientific enterprise concentrates on addiction to substances, and so 
seems a good place to start when looking for a phenomenon suitable for a mechanistic expla-
nation of addiction. Primarily this is because the action of potentially addictive drugs can pro-
duce specific and generalisable physical effects on the brain, including on brain systems that 
are involved in the processes of motivation and reward. The DSM-5 (American Psychiatric 
Association 2013, p. 481) mentions ten classes of drugs as relevant to substance-related disor-
ders. Some such as Goldstein (2001) argue that humans can only be addicted to a set of seven 
substances: nicotine, caffeine, cannabis, opiates, psycho stimulants, alcohol and hallucinogens. It 
is Goldstein’s view that addiction is a brain disease and that no matter how much one craves a 
habitual behaviour, it is not an addiction (Goldstein 2001; Leshner 1997).

Elster (1999) and Orford (1985) adopt an intermediate position in which addiction is char-
acterised by a group of experiences shared by addicts. This general view allows for some though 
not all behavioural regularities to be candidates for addictions. Elster (1999) argues that the 
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most important element of addiction is craving, although he doesn’t provide a strong empirical 
account of why. Impaired control has stronger empirical support, which we will expand on. At 
this point though it’s worth noting that just craving or impaired control alone will not work. 
There also has to be actual engagement in an addictive activity or imbibing of a substance, i.e., 
a psychological/behavioural component.

Experimental models often focus on an addict’s impaired control, and such models suit a 
mechanistic account well. They seek to explain impaired control in terms of the neurological 
mechanisms that regulate behaviours related to control, and this is combined with a behavioural 
account that explains the desire to use drugs or engage in a repetitive behaviour at a psychologi-
cal level. Each experimental model cashes out what has gone awry in addicts in a different way, 
with the focus being on impaired control (Pober 2013). At a fine grained level, impaired con-
trol is a heterogeneous property. It is unlikely to provide the kind of unification a mechanistic 
explanation requires for an overall account of addiction. But when considered at a coarse grain 
it can be argued that it could be a causally basic property. So – ‘having desire for’ and ‘having 
impaired control’ are both functionally relevant properties of addiction, which could receive a 
mechanistic explanation. They are connected to each other causally, but one cannot be reduced 
to the other. Furthermore ‘impaired control’ or ‘loss of control’ is clearly a broader category 
itself than addiction, so we’re only talking here about the kind of impaired control present in 
addiction: behaviour that cannot be controlled (or only partly controlled) by an agent, and that 
contributes to an explanation of what we call addiction.

Sinnott-Armstrong and Pickard (2013) argue that harm is another necessary component. 
They argue that it’s the combination of impaired control and harm that provides a complete 
account of addiction. This is correct if you are tied to the idea that addiction is a pathology. 
But, as we argued earlier, it is possible to provide a mechanistic account of addiction without 
making that commitment.

The reward system as mechanism

Addiction appears to involve a direct manipulation of the ‘reward system’ of the brain – 
a collection of neural structures that regulate behaviour through reinforcement (American 
Psychiatric Association 2013, p. 481). The circuit is controlled by the action of dopamine-
containing neurons in the ventral tegmental (TA) area, the nucleus accumbens (NA), and 
the prefrontal cortex (PFC). To understand how appeals to the midbrain system can explain 
addictive behaviour it is important to note that, neurologically, there is a difference in the 
brain between pleasure and reward that does not necessarily fit with our common use of the 
terms. Pleasure signals evolved in primates with much less complicated reward systems than 
our own and are really limited to a set of basic cues: air temperature, sexual contact, damp-
ness, etc. Everything else we normally associate with pleasure is actually associations between 
pleasure signals and reward signals.

Our folk-psychological concept of pleasure and reward does not correlate with our neuro-
scientific understanding of them. Pleasure, it turns out, is not a reliable proxy for reward. This 
is because the main evolutionary adaptation of the human brain has been adaptive intelligence. 
We have reward systems that were selected to prefer interest and curiosity about changes in our 
environment, rather than pleasure. The reward system requires supervision from frontal circuits 
to avoid excessive impulses, such as those seen in addictive behaviour. However, because the 
limbic system evolved before the cognitive system, it did not evolve special adaptations for the 
cognitive system. Ross et al. (2008) argue that addiction is a result of imperfect communica-
tion between the two systems that permits impaired control. That is, disorders such as addictive 
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behaviour involve neurological vulnerabilities as a result of the imperfect adaption of the mid-
brain (limbic) system in relation to the cognitive system.

We have evolved to pursue what stimulates our reward systems more conscientiously than 
what is pleasurable. This fits well with the distinction that Robinson and Berridge make exten-
sively in their work between ‘wanting’ versus ‘liking’ (Robinson and Berridge 2008; Robinson 
and Berridge 2001; Robinson and Berridge 1993). Their theory rests on the idea of incentive-
sensitisation, that is, that neural systems are sensitised by addictive drugs. Such sensitisation 
directly affects motivation, and therefore produces compulsive patterns of drug-seeking behav-
iour. Important for their account is that the brain systems sensitised – the mesotelecephalic 
dopamine (DA) system and DA projections in the NE and accumbens-related circuitry – do 
not mediate pleasure-producing effects (i.e., drug ‘liking’). Rather they mediate a subcompo-
nent of the reward system they term incentive salience (i.e., drug ‘wanting’). The theory holds 
that compulsive drug-related behaviour may occur when incentive salience due to drug-taking 
becomes pathologically amplified (Robinson and Berridge 2001, p. 109). It is not simply that 
addiction involves needing more of the same stuff: as a result of the amplification the agent 
doesn’t have complete control over their behaviour, because neurologically they are compelled 
to engage in drug use or addictive behaviour. Predictions from this theory have been confirmed 
in several drug addiction categories, though not in cannabis addiction, which seems to show the 
opposite effect (Pober 2013). Despite this anomaly, such a distinction goes some way in explain-
ing why addicts can both persist in addictive behaviour and not find it enjoyable.

Two other mechanistic accounts of addiction are worth mentioning. The first centres on 
aberrant learning and the dorsal striatum. Everitt, Robbins and colleagues (2005, 2008) agree 
with Robinson and Berridge that the mesolimbic DA system is affected by regular drug use, 
but differ in their explanation of the function of that system and the neuroadaptions involved in 
addiction. They suggest that behavioural control shifts to habit-based learning functions in the 
dorsal striatum, away from normal reward-based learning functions in the mesolimbic DA sys-
tem. In addiction drug-seeking and drug-taking behaviour that is normally regulated becomes 
habitual and unmediated, leading to impaired control. This lack of control explains involuntary 
responses to drug-related stimuli and in particular relapse: drug-seeking behaviour in response 
to stimuli after a period of abstinence. Experimental evidence supports this for most substances, 
except once again for cannabis.

The second is a frontostriatial dysfunction model posited by Volkow and colleagues (Volkow 
et al. 2013; Goldstein and Volkow 2011; Goldstein and Volkow 2002; Volkow and Fowler 
2000) that does better at explaining cannabis addiction, but not opiates. They focus on the PFC 
areas, proposing that compromises to the PFC in terms of overall functional capacity directly 
relate to the loss of control in addiction. That is, the normal self-control systems that regulate 
drug-taking and drug-seeking behaviour are no longer operating optimally. This compromised 
inhibition is the biological substrate of impaired self-control in the model. It involves several 
distinct subregions of the PFC and the ventral striatum. No single component or neurocircuit is 
responsible for the addictive phenotype – a combination of subregions is involved.

These three models exemplify mechanistic explanations for pathological drug-taking that 
have some empirical support. They aim to show how the behavioural phenomena and experi-
mental effects of interest arise from interactions among components of the brain. None of these 
models provide an adequate explanation for all addictive substances. They also do not aim to 
explain behavioural addictions. To argue for the possibility of genuine behavioural addictions, 
Ross et al. (2008) make a strong case for gambling. Indeed, they see it as the fundamental case 
of addiction because it best illuminates what it is about the neural systems in the brain that 
are affected in addiction. Their account relies on economic explanations of behaviour both at 
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a neurological and psychological level, combined with empirical evidence from the psycho-
sciences. It can explain most substance addictions well, though it cannot adequately explain 
nicotine addiction. Ross et al. see their account as identifying and explaining the paradigm case 
of addiction; if we accept that claim, then we would have a way of identifying addiction based 
on shared physical structure. This would obviously comport with the requirements of mecha-
nistic explanation very neatly; we provide an explanation of the paradigm case and other addic-
tions will resemble it mechanistically.

However, even on a narrow, neurochemical perspective, addictions may not be generally 
explained by one mechanistic account. Pober (2013) argues against the idea that the category 
of addiction can be adequately explained by any singular mechanistic account currently avail-
able (and hence is not a natural kind). Perhaps this is correct, but there is as yet no compelling 
evidence to show that we cannot find a mechanism whose physical interactions explain a loss of 
control across at least a wide range of addictions.

So, whether we can find a mechanistic explanation of the mental and physical compul-
sion that covers all the poorly controlled drug-taking and drug-seeking behaviour we wish to 
call addiction is an open question. We can distinguish two claims. First, a unificationist claim 
to the effect that all addictions are explicable via a common underlying mechanism. This is a 
very strong claim that would rely on two successes: first, generalising a phenomenon like loss 
of control to cover all instances of addiction; second, explaining that phenomenon in terms of 
the physical interactions of the components of the reward system (or some other neurological 
mechanism).

A second, less general claim would be that kinds of addiction are to be understood in terms 
of the mechanisms that separately explain them; in that case we might appeal to a different 
conception of addiction that unifies the overall category quite loosely on the basis of diverse 
phenomena, or we might just conclude that we cannot find a general mechanism for all forms of 
addiction. That would mean that if addiction is a natural kind, it is not a natural kind in virtue 
of a common causal-mechanical structure.
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26
CONTROLLED AND 

AUTOMATIC LEARNING 
PROCESSES IN ADDICTION

Lee Hogarth

The nature of controlled and automatic processes

Human and animal behaviour is purposeful in meeting biological needs. But the learning 
mechanisms underpinning behaviour cannot be deduced from simple observation. Behaviour 
may be governed by intentional decision making available to consciousness or by automatic 
learning processes below consciousness. Comparative psychology has long wrestled with the 
question of whether animals have a mental life or are mere automata that react to stimuli. The 
same question has been applied to addicts (Wise and Koob 2014). The dominant theory of 
addiction claims that drug-seeking is automatic, which explains why addiction persists despite 
heavy costs and the desire to quit. Yet craving is a core construct in addiction theory, suggest-
ing that conscious desires play an important role. The controlled account of addiction is gaining 
ground, arguing that drug-seeking persists because addicts assign abnormally high value to the 
drug outweighing the costs, and they relapse despite reporting a desire to quit simply because 
they change their mind when priorities later change.

Addictive behaviour may not be exclusively controlled or automatic, but a combination of 
the two. The common dual-process account argues that early recreational drug use is controlled 
and becomes automatic with practice. A variant of this claim is that controlled and automatic 
processes operate concurrently and interact. They may be competitive, with each dominating 
under different conditions, or they may be summative, complementing each other, conferring a 
double hazard. Finally, the two processes may be hierarchical, with controlled choices initiating 
automatic response chains that are completed with little executive supervision. The purpose of 
this chapter is to scrutinise the state of empirical evidence supporting the controlled and auto-
matic accounts of addiction.

Distinguishing controlled and automatic processes with  
cognitive paradigms

Cognitive psychology has characterised automatic processes underpinning addictive behaviour 
as fast, stimulus-bound, difficult to control, effortless and unconscious. Controlled processes 
have the opposite characteristics (Tiffany 1990). Cognitive procedures seek to test whether 
drug-related behaviour better matches one set of characteristics. This chapter provides only a 
flavour of the vast corpus of research in this area.
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Interference procedures identify drug consumption as automatic if it does not interfere with 
another task. In these procedures, drug users consume the drug while performing a target detec-
tion task, and if target reaction times are slowed, drug consumption is identified as being con-
trolled insofar as it occupies (competes for) cognitive resources required for target detection. 
However, if consumption does not slow target detection it is identified as automatic because it 
does not occupy cognitive resources. Two studies have found that smoking slowed target detec-
tion in less dependent smokers but not in more dependent smokers, suggesting that smoking 
is initially controlled but becomes automatic with dependence (Motschman and Tiffany 2016; 
Baxter and Hinson 2001).

This conclusion seems convincing until one considers that another interference paradigm (the 
drug Stroop task) claims the opposite – that the cognitive bias for drug-related cues is automatic 
if it does interfere with another task. In the Stroop task, drug users have to rapidly name the 
ink colour of drug and neutral words. At least two studies have shown that drug words slowed 
ink-colour naming to a greater extent in more dependent users, suggesting that drug words 
automatically command cognitive resources in dependent users, reducing their availability for 
colour naming (Field 2005; Cousijn et al. 2013). This conclusion directly contradicts the two 
earlier studies where smoking produced less interference with target detection in more depend-
ent smokers. How could interference effects in opposite directions both provide evidence that 
addiction is automatic? In conclusion, cognitive paradigms cannot provide definitive evidence 
that addictive behaviour is controlled or automatic until empirical effects have been extensively 
replicated and all alternative explanations for the effects have been properly explored.

Distinguishing controlled and automatic processes with  
learning paradigms

Methods devised by comparative psychologists to study the mental life of animals have been 
translated to help determine whether addiction is controlled or automatic. Support for each 
position will be evaluated in four categories of learning: Pavlovian conditioning, Pavlovian to 
instrumental transfer, instrumental conditioning, and incentive learning/self-medication. The 
majority of this work has been conducted with human smokers.

Pavlovian conditioning

Reactivity to external drug cues (such as cigarettes, alcohol, cocaine packaging or places, etc.) 
is usually explained by Pavlovian conditioning (the section below on p. 332 discusses internal 
states). On this view, the drug-cue conditioned stimulus (CS) predicts drug reinforcement (the 
unconditioned stimulus US), which elicits unconditioned responses (URs), so the CS comes to 
elicit conditioned responses (CRs) that are similar to the URs. One view of Pavlovian condi-
tioning is that it is underpinned by an automatic stimulus–response (S–R) structure, in which 
the CS is directly linked to the UR, enabling the CS to elicit the UR (CR) automatically with-
out any intervening cognitive processes. Early theories of drug-cue reactivity favoured auto-
matic Pavlovian S–R type accounts. However, learning research has established that CS retrieve 
an expectation or representation of the US that drives the CR, revealed, for example, by the 
CR being altered if the value of the expected food US is increased or decreased by hunger 
or satiety. This suggests that Pavlovian conditioning is underpinned by a controlled stimulus–
stimulus (S–S) structure (Rescorla 1988). Cue reactivity theories have followed suit and now 
suggest that cognitive expectancy of the drug generates the CR, and the historical development 
of this view is outlined below.
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Wikler’s early account of cue reactivity argued that drug cues elicit conditioned with-
drawal, which automatically primes drug-seeking to ameliorate this state. To quote: ‘absti-
nence distress . . . may be reactivated long after cure . . . providing an unconscious motivation 
to relapse’ (Wikler 1984, p. 280). Key support for this claim is that drug cues elicit condi-
tioned withdrawal (O’Brien et al. 1977), and compensatory responses (Siegel et al. 1982), but 
the assumption that these CRs exert unconscious motivational influences has not been sup-
ported (see the section below on p. 332 on incentive learning and self-medication). Another 
complication was added by positive reinforcement theorists who found that drug cues could 
elicit dopamine and locomotor activity akin to the drug effect. This positive state arguably 
energises drug-related cognitions driving behaviour, i.e., an S–S account (Stewart et al. 1984). 
To quote: ‘Conditioned stimuli associated with these drugs arouse neural states that mimic 
features of those produced by the drugs themselves and thereby serve to increase . . . the 
probability of drug-related thoughts and actions’ (p. 251). Later studies found that physiologi-
cal CRs are not consistently drug-like or drug-opposite and so do not distinguish withdrawal 
and positive reinforcement accounts (Carter and Tiffany 1999). By contrast, studies that have 
taken subjective measures reliably suggest that drug cues elicit positive emotional states and 
craving (Niaura et al. 1988) and that cue-elicited craving is the best predictor of cue-elicited 
drug consumption (Hogarth et al. 2010), again supporting a controlled S–S positive reinforce-
ment account of cue reactivity.

The S–S account of cue reactivity is substantiated by the finding that drug-paired CS only 
elicit craving and drug consumption if participants are aware of the predictive relationship 
between the CS and drug availability (for a review see Hogarth and Duka 2006). The causal 
role of drug expectancies in driving behaviour is supported by studies that have manipu-
lated expectancies through verbal instructions. Field and Duka (2001) found that instructing 
participants that the CS–drug contingency was no longer in force immediately abolished 
conditioned craving to the CS. Dols et al. (2000) found that telling subjects that a CS pre-
dicted drug availability immediately generated conditioned craving to the CS. General human 
conditioning studies also support these claims, showing that CS only elicit CRs in subjects 
who report explicit awareness of CS–US contingencies, and CRs can be generated or abol-
ished immediately by instructions that modify CS–US expectancies (Mitchell et  al. 2009). 
Together, these data favour a controlled Pavlovian S–S positive-reinforcement-based account 
of drug conditioning, where drug cues elicit an expectation of the drug that generates explicit 
craving, drug-seeking and physiological changes. The findings contradict automatic Pavlovian 
S–R accounts of drug conditioning.

Finally, it is crucial to note that the capacity of drug cues to increase craving above 
baseline is not reliably associated with level of dependence (Perkins 2009; Perkins 2012), 
and is not modified by reducing the value of the drug through satiety or pharmacotherapy 
(Drobes and Tiffany 1997; Hitsman et al. 2013). These data suggest that drug cues elicit 
an expectation that the drug is likely to be available, which increases craving in propor-
tion with expected drug availability. Knowledge about drug availability arguably reaches 
asymptote quickly (i.e., it does not take long to learn that drugs are normally available 
when drug cues are present) and so does not vary with dependence. Consequently, cue-
induced craving does not vary with dependence. Finally, the expected availability and 
the expected reward value of the drug arguably exert additive effects on craving, and 
so cue-elicited craving above baseline is not modulated by satiety or pharmacotherapy 
(Hogarth 2012; Sayette and Tiffany 2013). This analysis supports a controlled account of 
cue-reactivity in which a cue-elicited expectation of drug availability plays a crucial role 
in driving behaviour.
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Pavlovian to instrumental transfer

The role of expectancies underpinning cue-elicited drug-seeking has been studied further using 
the Pavlovian to instrumental transfer (PIT) procedure. The PIT procedure was first established 
in rats (Colwill and Rescorla 1988), and later applied to human addiction (Hogarth et al. 2007). 
In a typical drug PIT design (see Table 26.1), subjects first learn that one instrumental response 
earns the drug outcome, whereas another response earns a food outcome (R1-O1, R2-O2). 
In a separate phase, subjects learn that two Pavlovian stimuli differentially predict those same 
outcomes (S1-O1, S2-O2). In the transfer test, the Pavlovian stimuli are presented while sub-
jects are free to choose between the two responses in extinction, where the outcomes are no 
longer delivered (S1:R1/R2, S2:R1/R2). It is typically found that each cue augments choice 
of the response that earns the same outcome (S1:R1>R2, S2:R1<R2). This specific transfer 
effect indicates that the drug cues do not modify instrumental drug-seeking by eliciting a general 
excitatory CR, because if this were the case, each S would excite both Rs equally. Rather, each 
S must retrieve an expectation of its associated O in order to selectively enhance performance 
of the R that was also associated with that O.

There are two accounts of PIT, one automatic and one controlled, which will be discussed 
in turn. The automatic S-O-R account of PIT argues that each S retrieves a representation of 
its associated O, which triggers the associated R automatically (de Wit and Dickinson 2009). 
Pavlovian conditioning establishes the S-O link. In instrumental training, agents learn the rela-
tionship between the R and the O in a forward manner (R-O), and this association is bidirec-
tional (O-R), so when the S retrieves its associated O this elicits the associated R automatically. 
This O-R claim is based on William James’ ideomotor theory that the mental representation of 
an outcome, e.g. water, is sufficient to generate the muscle sequence to obtain that drink. The 
O-R connection is automatic in that, although one may be aware of the idea of the outcome, 
there is little conscious insight into the generation of the muscle sequence required to obtain 
the outcome.

The automaticity of the S-O-R links arguably explain why cue-elicited drug-seeking persists 
despite heavy costs and desire to quit (Watson et al. 2014). The original evidence for the S-O-R 
position came from the insensitivity of the PIT effect to outcome devaluation (see Table 26.2). 
If one outcome is devalued prior to the transfer test in the PIT design, it is typically found that 
both Ss selectively activate the R with the shared O, to an equal extent irrespective of whether 
the O has been devalued or not, in both animals (Corbit et al. 2007) and humans (Watson et al. 
2014; Hogarth 2012; Hogarth and Chase 2011; Hogarth et al. 2010; but see Eder and Dignath 
2016). The S-O-R theory explains this finding by suggesting that the S activates a perceptual 
representation of its associated O that does not encode the reward value of the O, such that the 
level of activation of the R is equivalent irrespective of the O’s value. Thus, cue-elicited drug-
seeking occurs even when the drug is not desired.

Table 26.1  The Pavlovian to instrumental transfer procedure used to test if stimulus control of choice is 
mediated by an expectation of the signalled outcome. S = stimulus, R = response,  
O = outcome

Pavlovian training Instrumental training Extinction test

S1 – O1
S2 – O2

R1 – O1
R2 – O2

S1:R1/R2
S2:R1/R2
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Table 26.2  A combination of Pavlovian to instrumental transfer and outcome devaluation procedures, 
used to test if a reduction in the expectation value of the outcome modifies the capacity of 
stimuli control to control choice

Pavlovian training Instrumental training Devaluation treatment Extinction test

S1 – O1
S2 – O2

R1 – O1
R2 – O2

O1 or O2 S1:R1/R2
S2:R1/R2

Hierarchical instrumental learning theory offers the alternative, controlled, account of PIT 
(Rescorla 1991). The hierarchical account argues that participants acquire explicit knowledge 
of the R-O relations in instrumental learning (R1-O1, R2-O2), and S-O relations in the 
Pavlovian phase (S1-O1, S2-O2). In the transfer test, the presentation of each S evokes an 
explicit inference (belief) that the R-O relationship with the shared O is more likely to be 
reinforced (S:R-O), and so R is performed (Hogarth et al. 2014; Seabrooke et al. 2015). The 
insensitivity of PIT to devaluation arguably occurs because the S-elicited expectation that a 
particular R-O relation is likely to effectively produce the O primes the R in proportion to the 
R-O likelihood, independently of the current value of the O (Hogarth 2012). In other words, 
the expectation that a response has a high probability of being effective drives up choice of that 
response irrespective of how valuable the outcome is.

The hierarchical account predicts that participants’ cue-elicited beliefs about R-O effec-
tiveness drive the PIT effect. Support for this claim comes from the finding that instructing 
participants during the transfer test that ‘Pictures do not indicate which key is more likely to 
be rewarded!’ abolished the PIT effect (Hogarth et  al. 2014). Furthermore, Seabrooke et  al. 
(2015) showed that the PIT effect could be completely reversed by instructing participants that 
‘Pictures indicate which response will not be rewarded’. These studies also found that partici-
pants in the control group who strongly believed that cues indicated which response was more 
likely to be reinforced showed a larger PIT effect. Finally, the cue-availability paradigm has 
shown that telling participants the probability that a drug-seeking response will produce the 
drug at the start of each trial reliably modulates the latency of the drug-seeking response (Carter 
and Tiffany 2001). These studies suggest that cue-elicited drug-seeking is mediated by hierar-
chical beliefs concerning the S:R-O relationships, rather than automatic S-O-R links.

The hierarchical account is corroborated by the finding that the PIT effect is larger when 
the R-O contingencies are partially reliable (33%) compared with fully reliable (100%) (Cartoni 
et al. 2015). The S-O-R theory anticipates the opposite finding because the O-R link should be 
weaker in the unreliable condition. By contrast, the hierarchical account anticipates this finding, 
because PIT effects should be greater when cues resolve uncertainty about the effectiveness of 
these R-O contingencies.

Finally, it is crucial to note that the drug PIT effect has no reliable association with drug 
dependence (Martinovic et  al. 2014; Hogarth and Chase 2011; Hogarth 2012; Hogarth and 
Chase 2012; Hogarth et al. 2015; Garbusow et al. 2014). This corresponds with the finding that 
cue-elicited craving has no association with dependence (Perkins 2009; Perkins 2012). These 
findings contradict the S-O-R account, which argues that the automatic process underpin-
ning cue effects is important for dependence (Watson et al. 2014). The hierarchical account 
anticipates these findings because knowledge that drug cues signal when drug-seeking will be 
effective should reach asymptote quickly, and thus show no association with dependence. To 
conclude, the past two sections have charted a transition in thinking about external drug cue 
reactivity from an automatic Pavlovian S–R model to a controlled S–S model in which the cue-
elicited expected efficacy of drug-seeking drives responding.
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Instrumental learning

Addictive behaviour may be a deliberate choice driven by the expected value of the drug 
(Heyman 2009; MacKillop 2016; Ahmed 2010; Bickel et al. 2014; Hogarth 2012; Hogarth and 
Troisi 2015). On this view, addicts experience drugs as having a high reward value for a variety 
of biopsychosocial reasons, and choose the drug intentionally because they value it so highly, 
and are willing to bear the heavy costs. Although addicts may express a wish to quit, they simply 
change their mind when priorities later change, for example, when drugs become available, 
when encouraged by friends, in a state of withdrawal, depression, loneliness, at a celebration, or 
at favourable times of day or week, etc. Although this view sees drug-seeking as an intentional 
choice, the constitutional factors that cause the drug to be assigned such high value are outside 
intentional control.

The choice account is supported by the finding that willingness to work or pay for drugs 
decreases with the effort or price, for tobacco (Chase et al. 2013; MacKillop et al. 2012), alco-
hol (MacKillop 2016), heroin (Greenwald and Steinmiller 2009; Greenwald 2008), cocaine 
(Grossman and Chaloupka 1998) and amphetamine (Kirkpatrick et  al. 2012). Greater drug 
demand is also reliably associated with greater dependence and poorer treatment outcomes 
(Bickel et al. 2014; MacKillop 2016). Similarly, preferential choice of drugs over food reinforc-
ers is reliably associated with drug demand (Chase et  al. 2013), dependence (Hogarth 2012; 
Hogarth and Chase 2011; Hogarth and Chase 2012; Moeller et al. 2009) and treatment out-
comes (Moeller et al. 2013; Perkins et al. 2002; Murphy et al. 2015), and can identify animals 
who are vulnerable to dependence (Ahmed 2010; Panlilio et  al. 2015). Another important 
finding is that paying addicts to remain abstinent (contingency management) is one of the most 
effective behavioural interventions (Zajac et al. in this volume). Finally, most drug users eventu-
ally quit unaided, and commonly cite changing priorities such as jobs and family as their reason 
for quitting, suggesting drug use is a choice (Heyman 2013).

Although preferential drug choice looks like controlled decision-making, it could be auto-
matic. The goal-directed account claims that addicts choose to seek drugs because they know 
what responses produce drugs and how valuable the drugs are, and if the relative value placed 
on the drug outcome exceeds alternative reinforcers, the drug-seeking response is selected for 
action (Olmstead et al. 2001). The habitual account claims that drug reward strengthens the 
link between drug cues present at that time and drug-seeking responses (an S–R habit associa-
tion), enabling cues to elicit drug-seeking automatically. Thus, dependence may give rise to 
greater drug choice because the constitutionally determined experience of greater drug rein-
forcement either establishes higher rates of goal-directed drug-seeking, or stronger S–R habitual 
drug-seeking.

The outcome devaluation procedure can distinguish whether drug-seeking is goal-directed 
or habitual (Dickinson 1985) (see Table 26.3). Subjects learn that one response produces the 
drug (R1-O1) and another response produces a food reward (R2-O2). One outcome is deval-
ued by pairing it with sickness, specific satiety or health warnings, depending on species and 
procedure. Finally, subjects choose between the two responses in extinction. If choice is reduced 
for the devalued outcome, it must be controlled by knowledge of the R-O contingencies and 
the current value of the outcomes, i.e., is goal-directed. The S–R habit theory could not 
explain this devaluation effect because the outcomes are omitted from the test, so experience of 
the now devalued outcome could not modify the strength of the S–R association controlling 
the response. If there is no reduction in choice for the devalued outcome, choice is deemed 
habitual in being elicited automatically by contextual cues without knowledge of the value of 
the outcomes.
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Table 26.3  The outcome-devaluation procedure used to test if choice is governed by the expected value 
of the outcome (goal-directed) or not (habitual). R = response, O = outcome

Instrumental training Devaluation treatment Extinction test

R1 – O1
R2 – O2

O1 or O2 R1/R2

The outcome devaluation procedure with animals has shown that drug-seeking behaviour 
can be both goal-directed (Olmstead et al. 2001; Hutcheson et al. 2001) and habitual (Dickinson 
et al. 2002; Miles et al. 2003; Corbit et al. 2012), suggesting that either process could be respon-
sible for drug dependence. There are also many demonstrations that although food-seeking is 
initially goal-directed, it can become habitual with extensive training (Dickinson and Balleine 
2010), casting doubt that habit demonstrated in the outcome-devaluation assay is diagnostic 
of the pathological process unique to addiction. However, two studies have shown that com-
bined drugs+food reinforcers give rise to habitual responding more rapidly than food alone, 
suggesting that habit formation may be disproportionate in addiction (Dickinson et al. 2002; 
Miles et al. 2003). Countering this claim, it has been found that if foods are increased in value, 
they give rise to habitual responding more rapidly (Nordquist et al. 2007), suggesting that the 
drug+food reinforcers may generate quicker habits simply because they have higher value than 
food alone. Two other general criticisms further degrade the habit account of addiction. First, it 
is possible that animals continue to respond for the drug following devaluation (appear habitual) 
because they expect the drug delivered in the test context to have the same value it has always 
had, and is different from the drug delivered in the separate devaluation context (Jonkman et al. 
2010). Discrimination between drugs presented in the test and devaluation contexts could 
occur more readily for drugs than food because drugs have higher value or are more novel 
reinforcers (Rosas et  al. 2013). Thus, the insensitivity of drug-seeking to devaluation may 
not reflect habit formation. Second, habitual responding only develops in simple procedures 
with minimal response options and outcomes, and is not found in more complex environ-
ments (Kosaki and Dickinson 2010). One can question whether the habitual behaviour seen in 
simple animal designs can generalise to complex human drug-seeking environments (Sjoerds 
et al. 2014). In conclusion, these animal data provide little evidence that addictive behaviour 
is underpinned by habit learning, and are equally or more compatible with a goal-directed 
explanation of addiction.

Crucially, human drug dependence is not associated with greater habit formation as assessed 
by the outcome devaluation procedure (Hogarth 2012; Hogarth and Chase 2011; Hogarth et al. 
2012b). In this procedure, smokers learned that two responses earned tobacco and food points 
respectively, before tobacco was devalued by satiety, health warnings or pharmacotherapy (in 
different studies). In the extinction test that followed, tobacco choice was decreased indicating 
that this behaviour was goal-directed (mediated by an expectancy of the devalued tobacco out-
come). If more dependent smokers were more habitual, the devaluation effect should have been 
smaller in the more dependent sample. However, there was no association between depend-
ence and the magnitude of the devaluation effect in any of the studies, suggesting that human 
dependence is not associated with a predilection for habitual drug-seeking. Rather, dependence 
in these studies was strongly associated with higher rates of preferential choice of the drug, 
and this choice was demonstrably goal-directed as indicated by its sensitivity to devaluation. 
Moreover, dependence is associated with self-reported willingness to pay for drugs (Bickel 
et al. 2014; MacKillop 2016), which must reflect the expected value of the drug. These data 
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provide compelling support for the claim that dependence is mediated by hyper-valuation of 
the drug driving higher rates of goal-directed drug-seeking, and provide no support for the 
habit account.

Several other human outcome devaluation studies provide indirect support for a habit account 
of addiction. These studies have shown that habitual responding for a drug reinforcer is more 
pronounced during exposure to drug cues (Hogarth et al. 2013), and that habitual responding 
for nondrug reinforcers is more pronounced following alcohol administration (Hogarth et al. 
2012a), exposure to acute stress (Schwabe and Wolf 2010), and in more impulsive individu-
als (Hogarth et  al. 2012b). Because more dependent individuals commonly experience these 
conditions, one might expect them to be more prone to habit. However, dependence itself is 
not associated with habit in comparable outcome devaluation procedures as noted above. The 
implication is that the demonstrations of habit listed in this paragraph reflect a general interfer-
ence effect on memory resources, rather than the fundamental process underpinning addiction.

The loudest claim that human addiction is underpinned by habit learning has come from 
studies that have explored the habitual status of responding for nondrug reinforcers in various 
computer tasks (Ersche et al. 2016; Sjoerds et al. 2013; McKim et al. 2016; Reiter et al. 2016). 
These studies have shown that addicts compared with controls have performance deficits in 
tasks that require correct responses to be selected dependent on stimuli presented and following 
instructions about the changed value of nondrug outcomes. However, these tasks do not provide 
definitive metrics of habit. Impaired performance in addicts could be attributed to trivial group 
characteristics such as reduced motivation to engage in the task or general cognitive impair-
ments. Addicts have shown a wide variety of task deficits that are not interpreted as evidence for 
habit (e.g., Bechara and Damasio 2002; Garavan and Stout 2005; Hart et al. 2012; Griffiths et al. 
2012; Verdejo-Garcia et al. 2006). So there is no compelling reason to cite habit as a key cause 
of addiction in preference to any other class of cognitive deficit. Finally, those studies that claim 
to have demonstrated habit learning in addicts report no correlations between dependence level 
and the behavioural index of habit (Ersche et al. 2016; Sjoerds et al. 2013; McKim et al. 2016; 
Reiter et al. 2016). Thus, the performance deficit is demonstrably not involved in the aetiology 
of dependence. To conclude, this section showed that dependence was reliably associated with 
goal-directed drug choice, whereas studies supporting habit accounts of addiction were either 
insignificant, indirect or ambiguous.

Incentive learning/self-medication

The self-medication hypothesis claims that drugs are taken to alleviate adverse states (Pomerleau 
and Pomerleau 1984) and depression and anxiety do indeed prime drug-seeking (Leventhal 
and Zvolensky 2015). However, adverse emotional states could prime drug-seeking via con-
trolled or automatic processes. Several theories claim that adverse states prime drug-seeking via 
automatic S–R associations (Baker et al. 2004; Belin et al. 2013; Wikler 1984). They argue that 
greater drug reinforcement in the adverse state strengthens the direct link between the adverse 
state and drug-seeking, allowing automatic control. However, adverse emotional states might 
instead undergo incentive learning (Hutcheson et al. 2001). That is, adverse states predict that 
drugs have higher value so may evoke this expectation promoting goal-directed drug-seeking. 
Indeed, negative mood induction reliably primes corresponding effects on craving and drug 
consumption (Heckman et  al. 2015), favouring the goal-directed account, but S–R theory 
could dismiss craving as an epiphenomenon rather than causal.

A recent outcome revaluation (see Table 26.3) study tested whether negative mood mod-
ulates goal-directed drug-seeking. Smokers learned that two responses produced different 
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outcomes (R1-tobacco, R2-food reward). A negative mood induction was then used to 
raise the expected value of tobacco before choice between the two responses was assessed in 
extinction. It was found that participants who showed an increase in negative mood increased 
their tobacco choice in the extinction test. This effect must be mediated by the negative 
mood state raising the expected value of the drug, priming goal-directed drug-seeking, and 
cannot be explained by automatic S–R theories because no outcomes were presented at test 
and so they could not modify the strength of any S–R association controlling the responses. 
Furthermore, negative mood could not generalise from other drug-seeking responses to 
the novel drug-seeking responses tested in the procedure because there was no difference 
between the drug and food-seeking responses apart from the outcome these responses earn, 
so any selective generalisation would have to be based on a representation of the outcome, 
which is outside the scope of S–R theory (Smyth et al. 2008). Supporting the goal-directed 
interpretation, Owens et al. (2014) found that negative mood induction raised self-reported 
willingness to pay for the drug, which is arguably due to an increase in the expected value 
of the drug. These data suggest that adverse states prime goal-directed drug-seeking rather 
than exert automatic control via S–R associations. Indeed, there is now good evidence that 
depression confers increased sensitivity to negative affective states priming goal-directed 
drug-seeking, suggesting that vulnerability to dependence may be conferred by excessive 
incentive learning effects on goal-directed drug-seeking (Hogarth et al. 2018; Hogarth and 
Hardy 2018; Hogarth et al. 2017).

Conclusion

The bulk of evidence presented in this chapter has supported the controlled account of drug-
seeking behaviour. The first section concluded that cognitive paradigms have failed to adequately 
discriminate between controlled and automatic processes and so are inconclusive. The section 
on Pavlovian conditioning concluded that drug cue reactivity relies on an explicit expectation of 
drug availability, consistent with the controlled account. Similarly, the section on Pavlovian to 
instrumental transfer concluded that external drug cues prime drug-seeking behaviour through 
an expectation that the drug-seeking response is more likely to be effective, also consistent 
with the controlled account. The section on instrumental learning concluded that individual 
differences in dependence are reliably associated with greater expected value of the drug driv-
ing higher rates of goal-directed drug choice and economic demand, whereas evidence for 
excessive habitual drug-seeking was insignificant, indirect or ambiguous. Finally, the section on 
self-medication concluded that internal adverse states augment goal-directed drug-seeking by 
raising the expected value of the drug, again supporting the controlled account. Overall, then, 
addicts may differ from recreational users in ascribing higher value to the drug and experiencing 
more adverse states (withdrawal, comorbid psychiatric illness) that further raises the expected 
drug value, but the two groups are apparently equally reactive to external cues because knowl-
edge of easy drug availability is equally effecting. What then for the role of automatic processes? 
Although drug-seeking itself appears to be goal-directed, the biopsychosocial factors that shape 
an individual’s constitution such that they experience the drug as having high value are largely 
outside their deliberative control. The individual cannot deny the pleasure, relief or escape the 
drug provides, they cannot change their neurochemistry through best intentions, and they can-
not easily change their life circumstances (poverty, urban tedium, etc.), all of which elevate the 
drug above other options. It may be through changing direct experience of the relatively high 
value of drugs that psychological science has its best hope of achieving the long promised, and 
long overdue, impact on addictive behaviour (Hall et al. 2015).
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27
DECISION-MAKING 
DYSFUNCTIONS IN  

ADDICTION
Antonio Verdejo-Garcia

Introduction

The purpose of this chapter is to provide an overview of the decision-making dysfunctions 
identified in people with substance addictions, as compared with non-drug-using groups, via 
cognitive tasks that challenge different aspects of choice. I will specifically review empirical 
evidence regarding five types of cognitive tasks, related to five different aspects of decision-
making: reflection impulsivity, delay discounting, decision-making under risk, decision-making 
under ambiguity and social decision-making. Each of these aspects has specific implications 
for the development and/or maintenance of addiction. Reflection impulsivity refers to the 
amount of information that is collected before making a decision, either in open situations 
or within a risk–reward trade-off scenario (i.e., gathering more information is linked to less 
reward). Therefore, reflection impulsivity would be relevant to making decisions that are 
adequately informed (e.g., pursuing knowledge about the positive/negative effects of a certain 
drug, or drug dosage) versus decisions made on the spur of the moment (e.g., taking what-
ever drug/dosage is available). Delay discounting relates to choices between lower immediate 
rewards and larger more delayed rewards (e.g., between $5 now and $50 in 90 days). It is 
specifically relevant to weighing the pros and cons of potential rewards taking into account 
both the present and the future. People showing high levels of delay discounting would 
focus on the immediate lure of drug-related reward, and would be less mindful about the 
long-term effects of drug use. Decision-making under risk, or risk-taking, consists of choos-
ing between options that contain explicit information about their outcomes. Conversely, 
decision-making under ambiguity involves choices between options with unknown (or hardly 
accessible) outcomes. Decision-making under risk and ambiguity are both relevant to evaluat-
ing decision-making options in relation to their outcomes; hence, they would be implicated 
in conflict choices, such as drugs versus work/study the next day, or continuing drug use 
versus seeking treatment. Sometimes these choices will be framed in risky scenarios (e.g., 
the risk of choosing drugs versus school/work is explicit), but some other times they will be 
framed in ambiguous scenarios (e.g., treatment success is not guaranteed; taking drugs during 
treatment will only have negative consequences if you are caught). Finally, social decision-
making is broadly defined as choices made within a social context, by virtue of the presence 
of others, or the need to interact with others. This aspect of decision-making is particularly 
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relevant for decisions that involve other people, either during evaluation of options (e.g., 
peer pressure to take drugs) or during evaluation of consequences (e.g., the negative impact 
of drug use on loved ones). I will focus on data from validated behavioral choice measures of 
the above-described mechanisms (see Table 27.1 for a summary of the paradigms employed), 
along with neuroimaging findings that speak of the neural correlates of these mechanisms, in 
populations with substance addictions that are drug-abstinent at the time of testing. Therefore, 
the findings that I will review speak to the (non-acute) residual and/or persistent decision-
making dysfunctions associated with substance use. I will start with the most highly used legal 
substance (i.e., alcohol), and then progress with the most frequent drugs of concern among 
addiction treatment settings: cannabis, stimulants and opiates. Since this sequence (i.e., alco-
hol, cannabis, and “hard drugs”) echoes the most typical individual trajectory of drug use 
from a developmental standpoint, findings concerning early onset drugs such as alcohol and 
cannabis will also be used to illustrate premorbid and early risk factors for decision-making 
dysfunctions among individuals with addiction. Although findings are mainly interpreted in 
relation to consumption of the above-described substances, I will also emphasize the relevance 
of sociodemographic, personality, and clinical factors whenever they seem relevant to inter-
pret decision-making profiles. Ultimately, the decision-making profile of individuals with 
substance use disorders reflects a combination of their genetic and environmental background, 
their personality, the neuro-psycho-pharmacological effects of the drugs taken and the cur-
rent clinical and contextual situation that they are experiencing. While case-control com-
parisons between people with substance addictions and non-using groups typically match the 
two groups in terms of socio-demographic characteristics including ancestry, age, education, 

Table 27.1 Decision-making paradigms used in neurocognitive research

Cognitive 
mechanism

Task Task description

Reflection 
impulsivity

Beads Task Participants are shown two jars holding 100 beads, with different 
ratios of red and blue beads found within them (e.g., 85:15 red 
to blue and 20:80 blue to red). Participants are told that beads are 
going to be drawn one at a time with replacement from one of 
these two jars, and that each jar has the same chance to be chosen. 
Participants are required to determine from which jar the beads 
have been drawn from. They are told that they can request as 
many beads as necessary to decide, and are asked after each bead 
was drawn whether they require more draws, or if they have 
made a decision.

Information 
Sampling Task

Participants are presented with a 5x5 array of gray boxes on the 
screen, and two larger colored panels below these boxes. They are 
instructed that they are playing a game for points, which consists 
of two parts (free and costly conditions). Participants are informed 
that they can win points by making a correct decision about 
which of the two colors is in the majority under the gray boxes. 
They are told that they can open as many boxes as they wish 
before making a decision. In the free condition, they can open as 
many boxes as they like. In the costly condition, each new box 
opened discounts points.



(continued)

Decision-
making 
under risk

Cups Task Comprises two domains: Gain and Loss. In each trial, participants 
are shown two arrays of cups, and asked to choose between a 
safe and a risky option. The safe option is represented by a single 
cup with a 100% probability of either winning (Gain domain) or 
losing (Loss domain) a small amount of money. The risky option is 
represented by two, three or five cups with different probabilities 
(0.20, 0.33 and 0.50) of winning or losing a larger amount of 
money. Outcomes are displayed after choices are made.

Coin Flipping 
Task

In each trial, participants are instructed to decide whether 
to accept or reject gambles that offer a 0.50 probability of 
either gaining an amount of money or losing another amount. 
Participants are asked to indicate one of four responses to each 
gamble (strongly accept, weakly accept, weakly reject, or strongly 
reject). The magnitudes of the potential gain and loss range from 
$10 to $40 and $5 to $20, respectively.

Balloon 
Analogue Risk 
Task

Participants are presented with balloons on a screen, and instructed to 
earn monetary rewards by pumping the balloon up with mouse clicks 
(5 cents per pump). Each click causes the balloon to progressively 
inflate and monetary reward to be added to a counter. However, if the 
balloon is pumped past its individual explosion point, a “pop” sound 
effect is generated from the computer, and participants lose the money 
earned on that balloon. Participants are given a series of balloon trials 
in which to earn money, and the only money earned is from trials in 
which they stopped pumping the balloon before it popped.

Cambridge 
Gambling Task

Participants are presented with a row of ten boxes on the 
computer screen appeared in varying ratios of red and blue. At the 
bottom of the screen are rectangles containing the words ‘Red’ 
and ‘Blue’. Participants are instructed to guess whether a yellow 
token is hidden in a red box or a blue box. They are informed 
that the goal is to accumulate as many points as possible. In the 
gambling stages of the task, participants start with a number of 
points, and can select a proportion of these points to gamble on 
their confidence in this judgement.

Randomised 
Lottery Task

Participants are presented with a series of binary lotteries and they 
are instructed to earn as much money as possible by making a 
decision between two options in each trial. Each lottery consists 
of: a lottery characterized by a randomized winning probability of 
50 points (risky option), and a guaranteed payoff that is randomly 
distributed between zero and the 50 points (safe option). For 
example, participants have to decide between 50 points with a 
probability of 25% or a guaranteed payoff of 25 points.

Decision-
making 
under 
ambiguity

Iowa Gambling 
Task

Participants are presented with four decks of cards (A, B, C and 
D). They are told that the task consists of a series of card selections, 
and that the goal is to earn as much money as possible. Each time a 
participant selects a card, an immediate monetary reward is awarded 
($100 in decks A and B and $50 in decks C and D). However, the 
selection of some cards carries probabilistic monetary losses (which 
is large in decks A and B and small in decks C and D). Selecting 
cards mostly from decks A and B leads to an overall loss and 
selecting cards from decks C and D leads to an overall gain.



Table 27.1 (continued)

Cognitive 
mechanism

Task Task description

Delay 
Discounting

Delay 
Discounting

Participants are instructed to make a series of choices between a 
smaller amount of money immediately (smaller-sooner reward) 
and a larger amount after a specific delay (larger-delayed reward). 
For example, participants are asked whether they would prefer to 
receive $5 now or $80 in 30 days.

Social 
Decision-
making

Facial Emotional 
Decoding

Participants are presented with a series of faces, for five seconds 
each, on the screen. Participants are instructed to identify which 
emotion (anger, disgust, fear, happiness, sadness and surprise) best 
describes the facial expression displayed. There is no time limit for 
responding.

Moral Decision-
making Task

This task consists of four categories of dilemmas: non-moral 
dilemmas (involve non-moral decisions); impersonal moral 
dilemmas (involve non-emotional salient moral decisions); 
and personal moral dilemmas (involve emotional salient moral 
decisions), which are further classified into low-conflict (high 
inter-subject response agreement) and high-conflict dilemmas 
(characterized by lower levels of response agreement). For each 
dilemma, participants are instructed to answer whether or not 
they would execute the proposed action and indicate how 
difficult the question is.

Ultimatum 
Game

This task involves one proposer and one responder, and 
participants always play the responder’s role. In each trial, the 
proposer receives a sum of money and proposes how to divide 
the sum between the proposer and the responder. The amount 
of money that the proposer offers to share is indicated on the 
computer screen, and participants have three seconds to accept 
or reject the offer. They are informed that if they accept the 
proposer’s offer, both players are supposed to be paid in the 
specified way. However, if they reject the offer, none of them 
would get the money.

Distribution and 
Dictator Game

Participants are informed that each of the games has only 
one trial. The Distribution game involves two players and 
participants play the proposer’s role (player A). In each trial, 
player A proposes how to divide the points with player B,  
who is a passive recipient and is informed about which 
distribution player A chooses. Player A can distribute  
the points in different ways: ranging from a fair distribution 
where both players would receive the same amount of  
points each, to the most opportunistic distribution where  
player A would receive double the amount of points of  
player B. In the Dictator game, player A receives an  
endowment of 50 points and can give any amount from  
0 to 50 points to player B.
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socio-economic status and relevant state variables (e.g., mental health), matching for specific 
genetic factors or personality characteristics is incredibly challenging and thus rarely done. 
These complementary influences will be discussed in the concluding section.

Alcohol

Heavy alcohol users, compared with non-heavy users, have been shown to display dysfunctions 
in reflection impulsivity (they collect less information before making decisions in the Beads 
task) (Banca et al. 2016), decision-making under risk in both the Cups and the Coin Flipping 
tasks (Brevers et al. 2014), decision-making under ambiguity indicated by the Iowa Gambling 
Task (IGT) (Loeber et  al. 2009), and social decision-making indicated by Facial Emotional 
Decoding and Moral Dilemmas tasks (Carmona-Perera et  al. 2013; Carmona-Perera et  al. 
2014). Poorer performance in these measures has been generally associated with heavier use 
and other severity indices, such as the number of alcohol detoxifications experienced (Loeber 
et al. 2009; Brevers et al. 2014; Carmona-Perera et al. 2014), but also with stable personality 
traits such as non-planning impulsivity (i.e., a general tendency to plan less), general disinhibi-
tion linked to Cluster B personality disorders (i.e., more frequent impulsive behaviors), and 
antisocial characteristics (i.e., less empathy and remorse) (Dom et al. 2006; Cantrell et al. 2008; 
Miranda et al. 2009; Tomassini et al. 2012). Interestingly, in contrast to the general decision-
making findings, heavy alcohol users seem to have normal delay discounting rates (Kirby and 
Petry 2004; Banca et al. 2016).

The relationship between decision-making dysfunctions and trait characteristics among 
individuals with alcohol addiction suggests that some of these dysfunctions may be pre-
morbid and hence act as potential vulnerability factors for the development of alcoholism. 
Specifically, dysfunctions in decision-making under uncertainty (IGT) have been reported 
in early adolescents with relatively low exposure to alcohol, and these deficits longitudinally 
predict future involvement in binge-drinking behavior (Goudriaan et al. 2007; Johnson et al. 
2008). Conversely, a twin study that has examined monozygotic twin pairs discordant for 
alcohol use has demonstrated that disadvantageous choices in the IGT are directly linked 
to patterns of alcohol consumption (Malone et al. 2014). However, the same study found a 
genetically shared non-alcohol related dysfunction in one of the brain regions most impor-
tantly involved in decision-making, namely the orbitofrontal cortex (Malone et  al. 2014). 
This finding is consistent with another imaging study (using electroencephalography (EEG)), 
which has shown that high-risk offspring of alcoholics have premorbidly weaker activity in 
prefrontal cortical regions (note: it is difficult to ascertain the precise location of the prefrontal 
region with EEG) during both loss and gain conditions in a monetary gambling task similar 
to the IGT (Kamarajan et al. 2015). Altogether, the findings suggest a dynamic interaction 
whereby subtle neural abnormalities may predispose to decision-making alterations, which 
are further significantly exacerbated by alcohol use.

In sum, individuals with alcohol addiction have been shown to have deficits in four 
of the five nominated mechanisms of decision-making (reflection impulsivity, risk-taking, 
decision-making under ambiguity and social decision-making) while spared in delay dis-
counting. Deficits in decision-making under ambiguity, measured with the IGT, have been 
linked to a dysfunctional orbitofrontal cortex. Since at least part of this orbitofrontal cortex 
dysfunction is genetically-driven, it is likely that premorbid biological alterations contribute 
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to the decision-making dysfunctions found in alcohol users. Overall, decision-making deficits 
have been linked to both trait characteristics (impulsivity, disinhibition, and antisociality) and 
estimates of severity of alcohol use, suggesting a dynamic interaction.

Cannabis

Heavy cannabis/marijuana users have been shown to display dysfunctions in reflection impul-
sivity (they gather less information in both open situations and risk–reward trade-off situa-
tions in the Information Sampling Task (IST)) (Clark et al. 2009), decision-making under 
risk in the Balloon Analogue Risk Task (BART) (Hanson et al. 2014), and decision-making 
under ambiguity indicated by the Iowa Gambling Task (IGT) (Whitlow et al. 2004; Verdejo-
Garcia et al. 2007). Computational modelling of the IGT has been used to disentangle the 
different mechanisms leading to disadvantageous choices in the task (Busemeyer and Stout 
2002). This approach has revealed that chronic cannabis users show greater attention to gains 
and lesser attention to losses, greater reliance on recent (versus past) outcomes, and poorer 
consistency with expected payoffs (Fridberg et al. 2010). These results indicate that cannabis 
users have deficits in some of the micro-processes that contribute to performance in complex 
ambiguous decision-making tasks, such as valuing the gains more than the losses (motiva-
tion), focusing on recent outcomes rather than in the overall tally (memory-recency), and 
being erratic rather than consistent across series of choices (consistency). This account is con-
sistent with imaging findings, which have linked cannabis-related decision-making deficits 
with reduced orbitofrontal cortex activity and increased cerebellar activity (Bolla et al. 2005). 
While the orbitofrontal cortex is importantly involved in higher-order coding of reward 
value, the cerebellum is implicated in more simple forms of reward-based motivation and 
learning (Moreno-Lopez et al. 2015). In contrast to research in other domains of decision-
making, current research has not shown consistent evidence of cannabis-related dysfunctions 
in delay discounting (Mejia-Cruz et  al. 2016) or social decision-making. However, it has 
been shown that adolescent cannabis users display greater activation of striatal regions dur-
ing choice tasks performed under peer pressure (Gilman et al. 2016a; Gilman et al. 2016b). 
This discrepancy between behavioral and brain imaging findings may suggest that adolescent 
cannabis users apply “compensatory” brain activation to function normally, or that existing 
behavioral paradigms are yet not sensitive enough to capture social decision-making deficits 
in the population of cannabis users.

Although heavy marijuana use (~20 joints per day) and related dependence are clearly linked 
to decision-making dysfunctions, these deficits are not noticeable in less severe, more functional 
cohorts, suggesting that factors other than cannabis can play an important role in explaining 
alterations in choice behavior. In a study with moderate cannabis users (~3 joints per day), we 
found no evidence of decision-making deficits in the IGT when examining the whole sample. 
However, the subsample of cannabis users carrying the short/short genotype of the SLC6A4 
(5HTTLPR) gene, linked to reduced availability of serotonin (i.e., less serotonin is available for 
brain synapses, and hence there is poorer baseline function of serotonin-related processes such 
as affective processing), displayed significantly poorer performance in the IGT task (Verdejo-
Garcia et al. 2013). Interestingly, the short/short genotype of the SLC6A4 gene has only been 
associated with deleterious effects in brain function when it interacts with life adversity (e.g., 
developmental trauma and/or personality disorders) (Belsky and Pluess 2009), a notion that 
warrants further investigation among cannabis-using populations.
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In sum, individuals with cannabis addiction are shown to be impaired in three of the five 
identified mechanisms of decision-making (reflection impulsivity, risk-taking, and decision- 
making under ambiguity) and spared in delay discounting and social decision-making. 
Behavioral deficits have been linked to lesser activity in the orbitofrontal cortex and greater 
activity in the cerebellum during ambiguous choices involving reward and punishment. 
Collectively, these deficits have been linked to both genetic characteristics (a common genetic 
variation in the serotonin transporter gene) and indicators of severity of cannabis use, namely, 
heavy daily use of the drug.

Stimulants

Chronic cocaine users have been shown to display dysfunctions in reflection impulsivity (in 
both open situations and information vs reward scenarios in the IST) (Stevens et al. 2015), 
delay discounting (Kirby and Petry 2004), decision-making under risk indicated by the 
Randomised Lottery Task (RLT) (Wittwer et al. 2016), and decision-making under ambigu-
ity indicated by the Iowa Gambling Task (IGT) – the latter accounted by greater attention 
to gains and lower choice consistency (Stout et al. 2004; Verdejo-Garcia et al. 2007; Hulka 
et al. 2014). Poorer performance in the RLT and the IGT have been specifically associated 
with heavier cocaine use measured with self-report and concentration of cocaine metabolites 
in hair (Verdejo-Garcia et al. 2014; Wittwer et al. 2016). Similar deficits have been described 
in chronic users of methamphetamine, who have a higher tendency to win/stay in proba-
bilistic reward tasks, and dose-related effects of stimulants on attention to gains in the IGT 
(the motivational mechanism) (Ahn et al. 2014; Harle et al. 2015). Cocaine users have also 
been shown to display social decision-making deficits indicated with social interaction tasks. 
Specifically, they show more self-serving behavior in the Distribution Game and the Dictator 
Game, although these social choice patterns are noticeable in both recreational users and 
cocaine dependents, suggesting that they could play an important role in the vulnerability for 
stimulant use disorders (Hulka et al. 2014).

Imaging findings have shown that a dysfunctional orbitofrontal cortex is importantly involved 
in both ambiguous and social decision-making deficits among stimulant users (Bolla et al. 2003; 
Tanabe et al. 2009; Preller et al. 2014). In cocaine dependent users, this region appears to be 
specifically associated with an alteration of the affective tagging of social and non-social decision 
outcomes (Verdejo-Garcia 2014). Reduced dorsolateral prefrontal cortex (DLPFC) and medial 
prefrontal cortex activity have also been associated with cocaine-related effects on decision-
making under ambiguity, and social decision-making in Moral Dilemmas (Verdejo-Garcia et al. 
2014; Verdejo-Garcia et al. 2015). Decreased DLPFC and anterior insula/rostral anterior cingu-
late cortex activity (the latter linked to lesser sensitivity to losses) have been linked to increased 
risk-taking in methamphetamine users (Gowin et al. 2014; Kohno et al. 2014).

A relevant aspect of decision-making findings in stimulant dependent users is their robust 
association with meaningful clinical outcomes. We have shown that a decision-making profile 
characterized by insensitivity to future consequences, defined as impaired ability to anticipate 
both reward and punishment outcomes in the IGT, is associated with future relapse in 90% of 
affected individuals (Verdejo-Garcia et al. 2014). Poorer performance in the IGT has also been 
associated with greater degree of social dysfunction among cocaine users (Cunha et al. 2011). 
These findings suggest that decision-making under ambiguity is a reliable predictor of negative 
treatment and psychosocial outcomes in this population.
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In sum, individuals with stimulant addiction have shown to have deficits in all the nominated 
mechanisms of decision-making (reflection impulsivity, delay discounting, decision-making 
under risk, decision-making under ambiguity and social decision-making). Non-social and social 
decision-making deficits have been linked to overlapping alterations in the orbitofrontal cortex 
and the medial prefrontal cortex. Overall, deficits are linked to estimates of severity of cocaine 
and methamphetamine use and seem to be linked to neuroadaptive effects of stimulants in medial 
frontostriatal and frontolimbic pathways.

Heroin and other opioids

Chronic heroin users have been shown to display dysfunctions in reflection impulsivity (in open 
situations and information vs reward trade-off situations in the IST) (Clark et al. 2006), delay 
discounting (Kirby and Petry 2004), decision-making under risk indicated by the Cambridge 
Gamble Task (CGT) (Fishbein et al. 2007; Baldacchino et al. 2015), and decision-making under 
ambiguity indicated by the Iowa Gambling Task (IGT) (Verdejo-Garcia and Perez-Garcia 2007). 
The CGT deficits have been specifically associated with patterns of heroin use in a sample of 
relatively “pure” opioid-only users (Fishbein et  al. 2007), and linked to orbitofrontal cortex 
deficits in current and former users (Ersche et al. 2005). The IGT deficits seem to be associated 
with some trait characteristics, such as general impulsivity and reduced loss aversion (Ahn et al. 
2014). Reduced reflection impulsivity has been demonstrated in both current and former opioid 
users (Clark et al. 2006), and steeper delay discounting and poorer decision-making under ambi-
guity are noticeable even after protracted periods of abstinence (Li et al. 2013), suggesting that 
they are stable characteristics, somehow disconnected from the residual neuropharmacological 
effects of the opioid drugs. Although there is not much literature on social decision-making in 
this population, a recent study using a social interaction task (the Ultimatum Game) has shown 
heroin-related increases in rejection of unfair offers of low reward magnitude, coupled with 
decreased rejection of unfair offers of high reward magnitude (Hou et al. 2016). It is as yet unclear 
to what extent these deficits are clinically significant, and if they relate to heroin consumption 
or, more generally, to socioeconomic disadvantage.

A specific area of interest within the opioid use literature is that of decision-making deficits 
associated with different opioid pharmacotherapies, including heroin substitution pharmaco-
therapies (methadone, buprenorphine) and analgesic opioids used in the treatment of patients 
with chronic pain (oxycodone). An important consideration in this instance is that, unlike 
the bulk of the literature reviewed so far – focused on abstinent users and residual/protracted 
correlates of drug use – participants on opioid substitution therapies can be under acute phar-
macological effects of the opioid prescription drugs. Current research indicates that methadone 
use is associated with a tendency to place higher-magnitude bets in the CGT, although it does 
not have an impact on risk-taking choice behavior (Baldacchino et  al. 2015). Conversely, 
methadone use has been significantly associated with poorer decision-making under ambiguity 
indicated by the IGT whereas, comparatively, buprenorphine seems to be linked to preserved 
IGT performance (Pirastu et al. 2006). These deficits have been linked to altered midbrain, stri-
atal and hippocampal coding of reward and loss signals during decision-making (Gradin et al. 
2014). Finally, the one study available concerning decision-making in chronic pain patients 
taking analgesic opioids has not shown evidence of a significant impact of these drugs on 
decision-making performance (Baldacchino et al. 2015).

In sum, individuals with heroin addiction have been shown to have deficits in reflec-
tion impulsivity, delay discounting, decision-making under risk, and decision-making under 
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ambiguity. There is a need for more studies on social decision-making. The association between 
patterns of drug use and decision-making decrements is not as clear as in stimulant users. Overall, 
decision-making deficits are quite stable even in long-term abstinent ex-users, suggesting that 
sociodemographic variables and trait characteristics could play an important role in these defi-
cits, on top of heroin consumption. In support of this notion, treatment with pharmacologically 
similar opioid analgesics has not been linked to decision-making deficits in available studies. 
Methadone, however, has been shown to have a significant impact on reward processing dur-
ing risk-taking and in decision-making under ambiguity. Deficits have been linked to altered 
risk-taking evoked orbitofrontal activation in current and former heroin users, and to altered 
midbrain, striatal and hippocampal activation in current methadone users.

Discussion and concluding remarks

The above-described studies illustrate that substance addictions are associated with signifi-
cant decision-making deficits in comparison with non-drug-using cohorts. Decision-making 
deficits are generally characterized by greater motivation for reward and increased tolerance 
for uncertainty, risk and potential losses. Alcohol and cocaine users are comparatively more 
impaired (in breadth and depth), and deficits have been clearly associated with patterns of drug 
use. Heroin and methadone users have also shown significant deficits in most decision-making 
mechanisms, although the acute and residual neuro-pharmacological effects of opioid drugs on 
these mechanisms is less clear, and trait and socioeconomic variables, such as high impulsivity 
and low loss aversion, which can be considered “normal” in the context of users’ lifestyles, 
are likely to play an important role. Only heavy cannabis users show significant dysfunctions 
of decision-making; for most recreational and moderate users, the degree of cognitive deficits 
is likely to be determined by the interaction between common genetic variations related to 
serotonin and catecholamine systems and life adversity including neurodevelopmental stressors 
and/or personality disorders.

In regard to neuroanatomical substrates, there is remarkable consistency in the link between 
decision-making deficits and alterations in the orbitofrontal cortex. Medial orbitofrontal cortex 
alterations have been associated with blunted affective tagging of non-drug related rewards (e.g., 
social rewards) and lateral orbitofrontal cortex alterations with differential coding of gains and 
losses in risk-taking tasks. A broader circuitry involving the medial prefrontal cortex and the 
anterior cingulate cortex, the insula, and thalamic and brain stem regions implicated in core 
emotional processes have also shown to impact social-related decisions. Interestingly, at least 
part of the link between orbitofrontal dysfunction and alcohol/drug use is accounted for by 
genetic factors. Therefore, premorbid factors (e.g., genes, temperament/personality, adversity) 
and patterns of alcohol and/or drug use should both be taken into account when explaining the 
neurobiological correlates of decision-making deficits in substance addictions.

A longstanding debate, discussed across the different sections above, relates to whether 
these deficits are premorbid or substance induced. Evidence differs across substances: alco-
hol and stimulants (cocaine and methamphetamine) have demonstrated clear neurotoxic and 
neuroadaptive effects, respectively. Conversely, background and trait characteristics and soci-
oeconomic adversity seem to play a more important role in the decision-making deficits of  
cannabis- and opioid-dependent users. Regardless of the intensity of neuro-pharmacological 
effects of drug usage, the developmental course of addiction seems to imply a dynamic, syn-
ergistic process, whereby premorbid risk factors (genetic influences, poor parenting, early 
trauma and stress) have demonstrated capacity to alter the neural circuitry of decision-making, 
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and drugs of abuse have demonstrated capacity to exacerbate such damage. Behavioral mani-
festations of decision-making dysfunctions are likely to reflect different forms of interaction 
between these multiple antecedent factors.
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28
THE CURRENT STATUS OF  

THE INCENTIVE SENSITIZATION 
THEORY OF ADDICTION

Mike J. F. Robinson, Terry E. Robinson, and Kent C. Berridge

What is the nature of addiction?

Most adults have at one point in their life used a potentially addictive substance, if legal, illicit 
or prescription drugs are included. Yet relatively few develop sufficient problems to meet the 
formal criteria for drug addiction, even for potent illegal drugs such as cocaine or heroin. The 
same is true for substances and activities that carry a similar potential for abuse and addiction, 
such as gambling and highly processed sugary foods. For all of these, addiction is character-
ized as a compulsive behavior consisting of overwhelming involvement with procurement and 
consumption of the reward, persistence in the face of increasing costs, and a loss of control 
and narrowing of interests away from other forms of reward besides the reward of choice. The 
essence of the incentive-sensitization hypothesis is that the core features of addiction result from 
mesocorticolimbic hypersensitivity to drugs and to drug-related cues, resulting from neuroad-
aptations, which produces excessive and narrowly focused ‘wanting’ or incentive salience to 
obtain and consume the addictive target. Individuals differ in susceptibility to drug-induced 
sensitization, and differ in patterns of drug-taking that can determine whether and how much 
incentive-sensitization they eventually incur (Allain et  al. 2015). For those who do become 
sensitized, mesolimbic interactions with corticolimbic circuitry focus excessive desire specifi-
cally on that target of addiction, resulting in surges of enhanced ‘wanting’ of the addictive target 
upon encountering related cues or vivid imagery. Incentive-sensitization persists even after 
drug consumption stops and after withdrawal symptoms end, contributing to the chief problem 
in treating drug addiction, namely relapse. Even after prolonged periods of withdrawal and 
abstinence, a high percentage of addicted individuals in treatment programs eventually relapse 
to drug taking. For example, in a study of heroin users, relapse rates to re-use after cessation 
were approximately 60% within 3 months and at least 75% within 12 months. For this reason, 
drug addiction is characterized as a chronic relapsing disorder; relapse is the rule rather than the 
exception, and often occurs repeatedly. The persistence of incentive-sensitization may be a rea-
son why successful abstinence from addiction can require years or even decades of effort. Many 
who are addicted in their teens or 20s eventually do escape in their 30s (Heyman 2009). Those 
successes may also involve major changes to life contexts that previously acted as triggering cues 
for sensitized ‘wanting’, so that remaining sensitization is no longer so detrimentally expressed. 
Conceivably, a decline in the intensity of sensitized ‘wanting’ peaks may also be aided by the 
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natural age-related decay of brain dopamine systems that occurs after the 20s (Mukherjee et al. 
2002). And still, some addicts never do fully escape, not even in their 40s, 50s, 60s or beyond – a 
potential testimony to the enduring persistence of incentive sensitization.

Traditionally there have been three alternative explanations to incentive-sensitization that 
are suggested to explain relapse: 1) Drug euphoria – that addicts resume drug taking to experi-
ence the intense pleasure (euphoria) they remember the drug producing; 2) Overlearning habits or 
predictions – drug taking becomes such a well-entrenched habit that relapse is almost inevitable, 
or that learning becomes distorted in other ways to create false predictions about drug rewards; 
and finally 3) Withdrawal escape – that the withdrawal syndrome that accompanies the cessation 
of drug intake is so unpleasant an addict would do anything to stop it, and so relapse occurs as 
an escape from withdrawal. All three of these explanations certainly play a role in relapse, yet 
several considerations suggest that they leave out many situations where relapse occurs.

First, drug pleasure or euphoria certainly accounts for the initial pattern of drug use and 
abuse, but may have more difficulty accounting for relapse. In fact, drug self-administration 
can be maintained in the absence of any subjective pleasure (Fischman and Foltin 1992), which 
supports the view that subjective pleasure does not play a necessary causal role in drug-taking 
behavior. In addition, some individuals actually have been described as experiencing a decrease 
in drug pleasure after prolonged use, due to development of tolerance, yet experience a simul-
taneous increase in drug craving. Thus relapse may occur at a moment of reduced drug pleasure 
but elevated drug craving. Also, relapse happens even in situations when addicts know their 
drug will fail to lead to intense pleasure, but rather to more misery.

It also has been suggested that the repeated use of drugs creates a learning disorder or makes 
drug taking an overly ritualized habitual act. This may be true of drug consumption, but perhaps 
less so regarding the preceding motivation to obtain drug (Singer et al. 2018). Learned habits 
alone cannot account for the excessive motivational attraction that drugs and their cues develop 
through the course of addiction. The idea that addiction is merely a rigid stimulus-response 
habit does not account for how motivation imbues the act of drug taking with characteristic 
flexibility and innovation of new means of obtaining drugs when required, nor with compul-
sive overtones that cannot readily be overridden by the resolution to abstain. Other extremely 
well-learned habits such as tying one’s shoes and brushing one’s teeth are not compulsive in a 
motivational sense – those habits can easily be left undone or stopped midway if one wishes, 
without experiencing a compulsive urge to continue, despite the cost. Furthermore, recent 
evidence suggests that the learning of strong associations does not mean that well-learned 
predictors carry the most incentive motivation. Instead, as can be seen with gambling, highly 
uncertain and therefore weak predictors can invigorate motivation and at times sensitize reward 
pathways (Robinson, Fischer, et al. 2015).

Finally, many addictive drugs surely do induce homeostatic responses that oppose the primary 
drug effects, and produce the phenomena of tolerance (when drug is present) and withdrawal 
(when drug is absent). Withdrawal in particular is typically described as an intense negative 
emotional state accompanied by dysphoria, anxiety and irritability. Withdrawal may indeed be a 
potent reason why many addicts relapse and take drugs, at least while the withdrawal lasts (Koob 
1996). Yet withdrawal is a relatively short-lived phenomenon that decays substantially within 
days to weeks. It is increasingly well managed by pharmaceutical treatments (e.g., methadone, 
buprenorphine, nicotine patch, etc.), which may relieve negative feelings of withdrawal distress 
and are useful in helping the addict manage daily functions, but they are rarely a magic cure for 
the underlying addiction. By contrast, while relapse frequently occurs during withdrawal it also 
often occurs much later, and even in fully ‘detoxified’ addicts who are no longer experiencing 
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any strong negative symptoms of withdrawal. In fact, the motivational impact of drug cues may 
even increase as withdrawal symptoms abate (Pickens et al. 2011). Even if one adds conditioned 
withdrawal that sometimes occurs later – symptoms resurrected by drug cues – to the category 
of withdrawal, long-term feelings of withdrawal remain relatively infrequent and weak as a 
cause of relapse. For example, McAuliffe reported that only 11 out of 40 (27.5%) heroin addicts 
reported experiencing conditioned withdrawal feelings at all, and only 2 (5%) said it led them to 
ever resume drug use (McAuliffe 1982). In addition, addicts will often voluntarily undergo the 
unpleasant process of withdrawal in detoxification clinics, sometimes again and again, to reduce 
tolerance and the monetary cost of their addiction, and to possibly regain some of the euphoria 
that comes with taking the drug. In fact, the traditional belief that the avoidance of withdrawal 
was a critical factor on the road to addiction was in large part due to reliance on observations of 
opiate abusers, and it has since then been noted that drug addiction and even relapse can occur 
with little to no physical withdrawal symptoms. In short, withdrawal does not always occur, is 
not always highly avoided or so bad as to be the chief cause of addictive drug-taking, and the 
end of withdrawal does not signal the end of addiction.

In contrast to these suggestions, the Incentive-Sensitization Theory (T. E. Robinson and 
Berridge 1993) proposes that relapse in addicts typically occurs as a result of drug-induced brain 
changes that lead to intense incentive motivation for drugs, or pulses of ‘wanting’ often triggered 
by drug cues or vivid imagery about drug-taking, which may control behavior implicitly, or 
sometimes may be experienced as feelings of drug craving. Craving is defined as pathologically 
intense feelings of wanting, which can be produced when incentive salience (or core ‘wanting’) 
is translated into conscious awareness. Sensitized ‘wanting’ is phasic and targeted, rather than 
expressed as a constant craving for all life’s rewards. Triggers of sensitized ‘wanting’ are typi-
cally particularly specific cues and contexts (Robinson et al. 1998; Wyvell and Berridge 2001; 
Tindell et al. 2005; Robinson, Fischer, et al. 2015). The narrow focus of sensitized ‘wanting’ on 
an addicted target results from mesolimbic dopamine interactions with corticolimbic circuitry 
including the amygdala, which normally assign incentive salience to particular learned reward 
targets, but which can be stimulated into generating intense, narrowly focused ‘wanting’ of one 
thing at the expense of all others as occurs in addiction (Nocjar and Panksepp 2002; Mahler and 
Berridge 2009; Robinson et al. 2014). This targeted focus may come from associative learning, 
whereby intense drug effects become focused on the stimuli present while experiencing such 
effects. At its core, the motivation to take drugs is due to the over-attribution of incentive sali-
ence to drug-related stimuli. It is important to note that incentive salience is a distinct psycho-
logical process from withdrawal and drug pleasure.

In particular, the Incentive Sensitization Theory suggests that craving and relapse are gov-
erned by a sensitized neural system (mesocorticolimbic dopamine and related systems) that nor-
mally functions to attribute incentive salience to reward cues. This system transforms ordinary 
stimuli, such as cues associated with rewards, into incentive stimuli, making them attractive and 
able to trigger an urge to pursue and consume their reward. Repeated drug use produces sensi-
tization of this brain system, which leads to increased ‘wanting’, which in turn leads to excessive 
control of behavior by drug-related incentive stimuli. The mechanism that assigns incentive 
salience to particular cues rather than others still remains to be determined. However, evidence 
shows that sensitization specifically magnifies ‘wanting’ for the addictive target, and does so in 
an all-or-none manner that is dependent on the presence of these cues, rather than as a gen-
eralized increase in overall motivation. Addiction can therefore be described as a problem of  
excessive focused ‘wanting’. Importantly, excessive ‘wanting’ can occur even in the absence  
of excessive liking for drugs. In fact, the increasing dissociation that addicts exhibit between 
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how much they ‘want’ drugs and the pleasure drugs produce, explains many of the irrational 
features of behavior behind their drug-taking and drug-seeking habits. Irrational ‘wanting’ for 
addictive drugs can lead to persistent taking of drugs again and again despite the adverse con-
sequences and even if the euphoria of drug consumption declines (Reed et  al. 2009; Small 
et al. 2009). Incentive-sensitization sees unconscious and irrational ‘wanting’ to be the essence 
of addiction, while viewing most other diagnostic criteria to be sensitization consequences 
or cognitive counter-reactions to excessive craving, such as conscious denial of the problem, 
inability to cut down, disruption of life obligations, etc. The basic mechanisms of the excessive 
attribution of incentive salience to drugs and drug-related stimuli can even occur as a mostly 
unconscious process, creating urges to take drugs whether or not a strong subjective feeling of 
craving is simultaneously present. Such dissociation between acted-on motivation and confus-
ing subjective feelings is what often renders the compulsive quality of an addict’s own behavior 
astonishing even to him or her.

Incentive salience and the Incentive Sensitization Theory

A stunning anecdote often arising from clinical settings is that as drugs become wanted more 
and more, they may become liked less and less. For example, several reports has even shown 
tolerance to the euphoric effects of psychostimulant drugs in cocaine-dependent abusers despite 
enhanced drug-seeking (Bartlett et al. 1997; Reed et al. 2009; Small et al. 2009). This is compat-
ible with the idea that the basic brain mechanisms of reward ‘liking’ and reward ‘wanting’ are 
dissociable. In fact, the incentive sensitization theory put forward by Robinson and Berridge 
partitions drug reward into three components, ‘liking’, ‘wanting’ and learning. Incentive-
sensitization suggests that each of these components plays a role in the development of drug 
use, but that it is primarily distorted amplification of the ‘wanting’ component alone that makes 
drug addiction so compulsive and resistant to recovery. The incentive sensitization theory does 
not deny that drugs produce pleasure, or are learned about, or that drug cessation produces a 
period of unpleasant withdrawal that prompts some individuals to relapse while it lasts. It simply 
suggests that the attribution of incentive salience is the critical process that gives rise to ‘want-
ing’, and that addictive drug use in susceptible people creates very long-lasting brain changes, 
such as neural sensitization of dopamine-related systems that connect the ventral tegmental area 
(VTA) to targets in the nucleus accumbens, neostriatum, amygdala, ventral pallidum and pre-
frontal cortex. The attribution of incentive salience is a psychological process mediated by brain 
mesocorticolimbic systems that helps direct behavior towards naturally sought after rewards, 
such as food, water and sex. It heightens perception and focuses attention towards the par-
ticular sights, sounds and smells associated with these rewards in a way that normally promotes  
well-being and survival (Hickey and Peelen 2015). Incentive salience may have evolved to 
guide behavior in the right direction even prior to having experienced the rewards, but also 
came to be recruited by pleasurable experiences and combined with learning to add additional 
guidance. Incentive salience obeys what are sometimes called Bolles-Bindra-Toates principles 
of incentive motivation (Berridge 2004), which posit that Pavlovian cues that predict pleasant 
rewards trigger motivation, interact with current physiological states, and become wanted and 
liked in much the same way as the reward itself. However, incentive salience theory further 
dissociates ‘wanting’ (incentive salience itself) from ‘liking’ (hedonic impact), as different psy-
chological processes with different neural mechanisms even when those two processes occur 
simultaneously. ‘Wanting’ in quotation marks is distinct from more cognitive forms of desire, 
which are meant by the word wanting in the ordinary sense, which involve explicit goals and 
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declarative expectations of the desired outcome. At times, awareness only trickles down from 
the activation of interpretive cognitive processes that usually translate implicit activation (‘want-
ing’) into explicit subjective feelings (wanting). In addicts, this would explain why they often 
have so little insight into their apparent hunger for drugs and their cues, and why they may 
persist in drug taking despite an array of adverse consequences. Yet core ‘wanting’ and cognitive 
wanting usually go together. Cue-triggered peaks in ‘wanting’ are sudden, intense, temporary, 
reversible yet also repeatable.

Addictive cravings often wax and wane, a feature that contradicts notions of addiction as 
a constant unchanging habit. Some modern researchers may have mistaken intense ‘wanting’ 
peaks to be simply habitual, because a primary criterion for habit in modern studies has been 
simple perseveration of seeking in the face of punishment or degraded outcome – which is 
equally well produced by compulsive ‘wanting’. Further, the intensity of ‘wanting’ peaks 
is variable, being modulated by state-related changes in the reactivity of mesocorticolimbic 
systems. For example, ‘wanting’ peaks can be magnified by states of stress or emotional excite-
ment, and by priming doses of drugs themselves. Motivation priming by drugs is one reason 
why many alcoholic treatment programs recommend their members to avoid all subsequent 
use of alcohol: an attempt to take even a single drink in a social context entails the danger 
of precipitating an intense binge of further consumption. Although pleasure may normally 
help assign incentive salience, brain stimulation and certain drugs of abuse that directly or 
indirectly activate primarily dopamine systems can skip this step by directly activating and 
sensitizing the neural substrate of incentive salience, causing in essence a form of sham reward 
(‘wanting’ without ‘liking’). Amplified further by neural sensitization and focused onto drug 
rewards as the target, these ‘wanting’ peaks transform ordinary levels of cue-triggered ‘want-
ing’ into excessive addicted-levels of urges to take drugs. The incentive sensitization theory 
also highlights the fact that the neuroadaptations responsible for the sensitization of incentive 
salience are a long-lasting if not permanent phenomenon, potentially persisting for years after 
the individual stops taking drugs. This we suggest is why relapse is so prevalent and persistent 
despite recovery and regardless of withdrawal, and even when strong pleasure is not to be 
expected from taking a drug.

Sensitization of mesolimbic dopamine, the common currency  
for incentive salience

Sensitization has also been demonstrated in the brains of ordinary people, as direct elevation of the 
amount of mesolimbic dopamine released in response to an addictive drug. For example, signifi-
cantly greater amphetamine-induced ventral striatal dopamine release was observed two weeks and 
again one year after the administration of three drug doses over a one-week period (Boileau et al. 
2006). Compelling evidence for neural sensitization of dopamine release has also been shown in 
Parkinson patients with dopamine dysregulation syndrome (DDS) (Evans et al. 2006). This leads 
to compulsive use of dopaminergic drug medications, with increased reports of drug wanting but 
not drug liking, and increased dopamine release in the ventral striatum especially in the combined 
presence of cues and the dopamine-stimulating drug. Consequent incentive-sensitization may 
also manifest itself by pathological gambling, hypersexuality, food bingeing and punding (a form 
of complex behavioral stereotypy). Conversely, there was no apparent sensitization to how much 
subjects liked amphetamine or other dopamine-stimulating drugs in the aforementioned studies.

Neurochemically, sensitization leads to an enhanced dopamine elevation produced by 
an addictive drug in the synapses of the nucleus accumbens in the face of a drug challenge.  
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Anatomically, there are also persistent changes in the brain cells and circuits of the mesolimbic 
system that respond to drugs and control incentive salience. These include structural changes in 
the morphology of neurons in brain structures of the nucleus accumbens and prefrontal cortex. 
The length of dendrites on medium spiny neurons in the nucleus accumbens and on pyrami-
dal neurons in the prefrontal cortex is increased, accompanied by an increase in spine density. 
Changes seem to occur both pre- and post-synaptically in connectivity in brain reward systems. 
Increased release of dopamine is a pre-synaptic consequence of drug sensitization, seen both in 
vitro and in vivo, whereas post-synaptically, dopamine D1 receptors show increased sensitivity. 
In spite of this, there have been reports showing a reduction in the availability of dopamine 
D2 receptors in cocaine addicts, often suggested to mean either that they have fewer dopamine 
receptors or that more of their receptors are already occupied by dopamine. Yet, recent find-
ings in animals indicate that cocaine causes an increase in the subpopulation of D2 receptors 
that are in a state of high-affinity, which can occur even in spite of a reduction in overall D2 
receptors (Briand et al. 2008). An increase in the proportion of dopamine D2 receptors in the 
high-affinity state would not be evident in human studies because the ligands used in human 
imaging studies do not discriminate between low and high affinity states, but, if it does occur 
in addicts, it would result in dopamine supersensitivity. Psychologically, these neuroadaptations 
may combine to create pathological levels of ‘wanting’ for drugs and their associated stimuli, 
although specific cause–effect relations have not yet been elucidated. In animal experiments, 
sensitization with amphetamine facilitates the later acquisition of a self-administration behavior 
of taking drugs such as cocaine and amphetamine, and in a number of ways increases the incen-
tive motivational power of drug rewards and their cues.

Factors that influence sensitization

Sensitization is a complex phenomenon that is influenced by the dose, timing, and spacing of 
the drug, along with the context in which it is taken, and individual features of the person who 
is taking it (including genes, sex, hormonal status, prior stress, etc.). Sensitization is strongest 
when drugs are taken at high doses and intermittently in spaced pulses (rather than as a continu-
ous stream) (Allain et al. 2015; Zimmer et al. 2012). Once induced in a brain, sensitization may 
last for years even if no more drug is taken during that period. The phenomenon of sensitiza-
tion also displays a tremendous amount of individual variation, with some individuals develop-
ing rapid and robust sensitization in contrast to others who sensitize very little if at all. So far 
it has been shown in animals that there are genetic differences in the propensity of individual 
brains to undergo sensitization, and in the functioning of the mesolimbic dopamine system. 
There is also evidence suggesting that the genetic variation in acute responsiveness to drugs 
is different to that responsible for differences in sensitization. Nonetheless, most animals and 
likely humans do show some degree of psychomotor sensitization, although few may still reach 
the levels sufficient to trigger compulsive drug seeking and taking. It is important to recognize 
that a major distinction exists between psychomotor sensitization and incentive sensitization. 
Although they share several features, and can overlap together, they can also separate. They 
are therefore essentially distinct processes, whereby psychomotor sensitization may be far more 
pervasive, easy to induce, and often less intense and less complex in mechanism than focused 
incentive-sensitization – which is therefore rarer to develop. Thus, on the whole, only some 
people who take drugs might actually develop sufficient incentive sensitization of brain mes-
olimbic systems to produce enduring pathological ‘wanting’, and only those who develop this 
degree of sensitization might become true addicts with compulsive levels of ‘wanting’ to take 
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drugs that persist long after withdrawal is over. That relative rareness may help account for why 
although 55% of 18–34 year olds have at one point sampled a potentially addictive drug, only 
a relative few become addicts.

Cross-sensitization

Mechanisms of induction and expression of sensitization may differ across drugs, but sensitiza-
tion to one drug often will produce a sensitized response to other drugs, an effect otherwise 
known as cross-sensitization (such as between cocaine and heroin). The implication is that as an 
individual’s drug history increases, the incentive value attributed to the act of drug taking and 
to drug-related stimuli will progressively be enhanced, which will increase the probability of 
repeating drug-seeking and drug-taking behavior in the future.

Non-drug addictions? Cross-sensitization has also been reported between drugs and other 
addictive behaviors, such as sugar consumption and gambling. Pathological gamblers, for 
example, show greater amphetamine-induced striatal dopamine release than healthy controls 
(Boileau et al. 2013), and in animals, repeated exposure to uncertainty produces hypersensi-
tivity to the locomotor effects of amphetamine (Singer et al. 2012). Similarly for food, prior 
sensitization to amphetamine results in sugar overconsumption, whereas a sugar-bingeing 
regimen produces hypersensitivity to amphetamine (Avena et al. 2008). Furthermore, cross-
sensitization has even been reported between drugs and stress. Notably, pretreatment with 
either amphetamine, cocaine or morphine will cause hyper-responsiveness to stress, whereas 
initial sensitization to stress or administration of corticosterone will produce a heightened 
response to a later drug challenge. Evidence suggests that addictive drugs, sugar, gambling 
and stress all activate and sensitize dopamine systems. This highlights a critical role for 
stress in the occurrence of relapse, whereby stressful life events may act as powerful trig-
gers of drug and reward craving, and, if sufficient to produce sensitization, could possibly 
predispose individuals to subsequent drug addiction, food overconsumption or gambling 
disorder. It also explains the high rates of poly-drug use (abuse and addiction to more than 
one drug) and the high rates of comorbidity between drug addiction, gambling, food, and 
stress/anxiety disorders.

Context and craving

Environmental cues associated with the drug-taking experience become powerful triggers of 
sensitized ‘wanting’ and relapse into addictive drug taking. The hypersensitive response that 
addicts may display towards the incentive properties of drug-related cues may be strongest 
in contexts previously related to drug taking in the past. The context may therefore act as an 
occasion-setter to modulate the incentive power of drug cues, dramatically raising the probabil-
ity that a sensitized elevated neural response will be expressed in the future in that same place 
or situation. Different occasion-setting stimuli can either facilitate or inhibit the expression of 
sensitization in an environment-specific manner. Facilitators do not necessarily elicit condi-
tioned responses but instead control the ability of other stimuli to do so. Conditioned inhibitor 
properties may be developed by contexts not associated with drug use, thereby preventing the 
expression of the sensitized response in that context. For example, the presence of relevant 
stimuli to drug-abusing subjects during testing gives rise to a positive correlation between past 
psychostimulant drug use and the subjects’ striatal dopamine response. In contrast, the absence 
of these cues when the drug was administered meant that drug history predicted a smaller striatal 
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dopamine response. This means that the presence of drug-related cues help unmask the hyper-
sensitivity of their dopaminergic brain systems, induced by prior drug use, which otherwise can 
be hidden in their absence.

The presentation of drug-associated cues alone produces an increase in dopamine release 
in addicted humans, and the magnitude of the dopamine release is closely related to that 
individual’s degree of addiction severity. Consistent with the incentive sensitization theory, 
there is also evidence that drug addicts display a bias of attention towards visual drug-associated 
cues, as if the cues were more attractive and attention-grabbing. Similarly, abstinence from 
smoking for only 24 h can dramatically potentiate neural responses to smoking-related cues. 
This highlights the importance of drug cues, and the exacerbated salience attributed to them. 
It also emphasizes how the completeness of the contextual picture, by the presence of the 
myriad of components that make up the drug-associated context (mood, location, drug para-
phernalia, etc.), may culminate in uncontrollable levels of craving and further increase the 
risk of relapse. However, the strong reliance of sensitization on context might be argued to 
contribute to the decrease in addiction rates with age. Since age, life situations and the pas-
sage of time can function as strong contexts, it is possible that the expression of incentive-
sensitization is modified by these context shifts and helps reduce addictions rates in older 
generations. Similarly, the small yet progressive decays in the dopaminergic system with age 
might also act as a contributing factor.

Beyond purely drug addiction, incentive-sensitization may also manifest itself by food binge-
ing, pathological gambling, hypersexuality, and other compulsive motivations (Robinson, 
Fischer, et  al. 2015). For example, the idea of food addiction has been recently postulated 
(Ahmed et al. 2013), in part due to reports of overeating as a chief cause of growing obesity 
trends. However, unlike drugs, food fulfills a bodily need. This may make food addiction par-
ticularly hard to treat, since it would be impossible to achieve total abstinence. Instead, food 
addiction might be best reframed as an addiction to particular types of foods and substances, 
such as refined sugars and flour, from which an individual could selectively refrain. Changes in 
‘wanting’ alone could be responsible for such cases of overeating. Sensitization of mesolimbic 
dopamine systems by exposure to cycles of binging alternating with dieting has been suggested 
to occur (Avena et  al. 2008). Enhanced sensitivity of the mesolimbic reward system could 
attribute high levels of incentive motivation to the sights and smells related to food and drive 
excessive consumption, without necessarily producing comparable levels of ‘liking’ when the 
food is itself consumed. In animal studies, only some individuals develop obesity when exposed 
to a junk-food diet, and those who do express an enhanced attraction to food cues despite a 
blunting of their ‘liking’ response to sweetness (Robinson, Burghardt, et al. 2015). It has also 
been suggested that individuals that carry genes promoting elevated dopamine function might 
experience stronger cue-triggered urges in response to food cues, making them more liable to 
develop obesity.

In some other individuals, food addiction could result from exaggerated ‘wanting’ combined 
with exaggerated ‘liking’. Davis and colleagues have found that certain individuals who are 
both obese and binge eaters are far more likely to carry both alleles for a gene that codes a gain 
of function for mu-opioids, and another allele for a gene that may be associated with higher 
binding for the dopamine D2 receptor (Davis and Carter 2009). Together these genetic traits 
have been suggested to combine to simultaneously increase ‘liking’ and ‘wanting’ for foods in a 
manner that strongly promotes binge eating and gives rise to addictive-like features, including 
loss of control and relapse. This may be a rare example where ‘wanting’ and ‘liking’ increase 
in tandem, making it exceptionally hard to adhere to levels of food intake that conform to  
physiological needs.
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Gambling

Gambling might also involve special recruitment of incentive salience brain systems. Uncertainty 
may especially promote incentive salience under some conditions, which mirror many of the 
hallmarks of gambling (Anselme et al. 2013). It has even been shown that not knowing how 
hard one must work to be rewarded may even sensitize the brain in ways similar to addictive 
drugs (Singer et al. 2012). Sensitization of dopaminergic systems may originate from the fact that 
uncertain reward cues produce a greater dopamine signal during reward anticipation (Fiorillo 
et al. 2003), which in turn may promote risk-seeking behavior, as evidenced in gambling. In 
fact, the degree of striatal dopamine release during a gambling task correlates with the severity of 
problem gambling, and problem gamblers also exhibit attentional bias towards gambling-related 
cues as compared with healthy controls, suggesting that these stimuli also take on increased 
incentive salience in human gamblers. During losses, the brains of problem gamblers also recruit 
areas related to wins and show increased dopamine release in the ventral striatum as compared 
with healthy controls, implying that loss still generates motivation in problem gamblers, despite 
not being enjoyed. In a recent PET imaging study, problem gamblers also reported lower feel-
ings of euphoria in response to an amphetamine challenge as compared with healthy controls. 
These studies provide further evidence for a dissociation of ‘liking’ and ‘wanting’ in individuals 
addicted to gambling. Individuals with gambling disorder sometimes seem driven by cues to 
gamble, in all cases at a global monetary loss, for only a moderate experienced euphoria. It seems 
that despite a conscious awareness that, for example, slot-machine gambling will repeatedly end 
with a loss, showing a cognitive awareness that playing will fail to fulfill any monetary need, 
players want to gamble, sometimes expressly to satisfy an urge to play.

Summary

The persistence of the neuroadaptations that underlie incentive sensitization suggests that recov-
ering from addiction may be a long and slow process. Cognitive, behavioral and mindfulness 
therapies may gradually reduce some layers of responsiveness to drug and reward cues, but other 
layers may persist. Drug medications that would selectively reverse the expression of mesolimbic 
sensitization without undesirable side effects have yet to be developed. As a result, research is 
increasingly turning its focus towards the factors that determine an individual’s susceptibility to 
pathological levels of sensitization and therefore put them at risk for addiction, as well as to ways 
of coping with a sensitized ‘wanting’ system.

The incentive sensitization theory helps explain why the development of addiction is a 
gradual and incremental process, but also such a persistent problem once established. The sen-
sitization of ‘wanting’ independent of pleasure can produce an addict who wants drugs more 
and more – without necessarily liking them proportionately as much, or even liking them less 
and less. The incentive sensitization theory does not deny a role for pleasure-seeking in initial 
experimenting with drugs or casual use, nor deny that ritualized habits contribute to daily addic-
tive drug consumption in many addicts, or that withdrawal avoidance may motivate a great deal 
of addictive drug-taking. These explanations are not mutually exclusive. However, the incen-
tive sensitization theory suggests that the critical change underlying addictive relapse is the sen-
sitization or hypersensitivity of brain mesolimbic systems to the incentive motivational effects of 
rewards and their associated stimuli. The result is a bias in attentional processing and incentive 
motivation value attributed to the cues and the addictive behavior, which, when combined with 
impaired executive control, gives rise to the symptoms of addiction and the bad choices that 
addicts make regarding drugs, food and even gambling.
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RESTING-STATE AND 
STRUCTURAL BRAIN 
CONNECTIVITY IN 

INDIVIDUALS WITH 
STIMULANT ADDICTION

A systematic review

Anna Zilverstand, Rafael O’Halloran, and Rita Z. Goldstein

Introduction

Addiction is a complex disease process, encompassing a relapsing cycle of intoxication, bingeing, 
withdrawal and craving. While neuroimaging studies describing brain functioning at the level of 
single brain regions have decisively shaped our understanding of each of these stages, the impor-
tance of moving beyond this approach and investigating how brain regions assemble into brain 
networks, which support complex psychological processes such as reward seeking or inhibi-
tory self-control, has long been recognized (Goldstein and Volkow 2002; Koob and Volkow 
2010; Goldstein and Volkow 2011). In recent years, numerous studies have therefore started to 
explore the role of disrupted brain networks in addiction by investigating structural and func-
tional connectivity between and within these large-scale brain networks. Neuroimaging can be 
used to evaluate structural brain connectivity through ‘diffusion-weighted imaging’, which can 
assess the integrity of the white matter tracts (comprised of nerve cell projections) connecting 
brain regions to one another. Second, functional neuroimaging can be employed to compute 
the strength of ‘functional connectivity’, which uses co-activation of brain regions as an indica-
tor of shared neuronal activity between them (Shmuel and Leopold 2008). The latter is usually 
acquired during resting-state, a baseline state in which the brain is not actively involved in a 
task and drugs have not been administered. Resting-state functional connectivity therefore cap-
tures a default brain state independent of external input/challenges, providing insight into the 
intrinsic ‘functional architecture’ of the brain that underlies functioning during task demands 
(Fox and Raichle 2007). Both structural and resting-state neuroimaging are therefore useful 
tools for understanding the fundamental makeup of the brain and assessing how this is changed 
in addiction.
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This systematic review discusses a growing body of studies that have used these approaches in 
populations of individuals with stimulant addiction, expanding the scope of a previous review that 
included four studies of the 23 resting-state studies reviewed here (Sutherland et al. 2012). Further, 
this is the first comprehensive review of 17 studies that have employed diffusion-weighted imaging 
for structural connectivity. In particular, we focus on summarizing aberrant brain connectivity of 
individuals with stimulant addiction as compared with a control group, as well as brain–behavior 
correlations. Four major networks/brain systems implicated in stimulant addiction are discussed: 
the reward system, the salience network, the executive control network and learning networks.

Study selection

We performed a two-stage systematic literature search to identify studies investigating struc-
tural and resting-state functional connectivity in individuals with stimulant addiction. First, 
we searched Medline/Pubmed using a search term comprised of the method ((“fMRI” OR 
“magnetic resonance imaging”) AND (resting-state OR resting OR rest)) OR (“diffusion” 
AND (“MRI” OR “DTI”)) combined with a term related to stimulant use (cocaine OR meth-
amphetamine OR amphetamine OR stimulant). Additionally, we performed a second manual 
search for relevant papers based on the reference lists of the included papers. Studies adhering to 
the following criteria were included:

Studies published in English, in a peer-reviewed journal.

Studies comparing adults with a (DSM-III/IIIR/IV/V) diagnosis to a matched control 
group (>10 participants per group).

Studies investigating resting-state functional connectivity (excluding data derived from 
task-fMRI) without additional manipulations (e.g., pharmacological interventions) OR 
studies investigating structural brain connectivity using diffusion-weighted imaging.

We identified 23 resting-state studies published from 2010 to 2016, as well as 17 studies inves-
tigating structural connectivity by diffusion MRI published from 2002 to 2016, conducted 
in individuals with cocaine, amphetamine, methamphetamine or poly-substance addiction (in 
which one of the substances was cocaine).

Data extraction

Table 29.1 (resting-state functional connectivity) and Table 29.2 (structural connectivity) sum-
marize the results and methods employed by the reviewed studies, including the specific analysis 
used, the population, state of addiction (e.g., urine positive or negative) and the number of 
participants included. The tables present group differences in functional and structural connec-
tivity (“increased connectivity”, “decreased connectivity”), as well as brain–behavior correla-
tions (“brain*behavior correlations”) reported in these studies. As findings from resting-state 
studies may not necessarily be comparable because of different labelling systems used, all origi-
nally reported results were relabeled using a single labeling system. Specifically, the originally 
reported peak coordinates were transformed into a common space, the Montreal Neurological 
Institute (MNI) standard brain, using Brett’s algorithm (www.sdmproject.com/utilities) and 
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then relabeled using the MRIcron Brodmann template (www.nitrc.org/projects/mricron). All 
relabeling was performed by the same person using the following delineation: ventrolateral 
prefrontal cortex (vlPFC=BA 44/45/47), dorsolateral prefrontal cortex (dlPFC=BA 9/46), 
premotor cortex (lateral BA 6), supplementary motor area (SMA=medial BA 6), parietal cor-
tex (BA 7/39/40), orbitofrontal cortex (OFC=BA 11), rostral/dorsal anterior cingulate cortex 
(rACC/dACC=BA 24/25/32) and posterior cingulate cortex (PCC=BA 23). See Box 29.1 for 
“Measuring resting-state connectivity” and Box 29.2 for “Measuring structural connectivity” 
for details on the methods employed by the reviewed studies. When summarizing and discussing 
results, and to enhance this review’s clarity, we focused on the brain regions belonging to the 
four major networks depicted in Figure 29.1.

The brain regions belonging to the four discussed networks, the salience network (OFC, rACC, dACC, 
anterior insula), reward system (VTA, NAcc), learning (caudate, putamen, amygdala, hippocampus), 
and executive control network (vlPFC, dlPFC, premotor, SMA, parietal), are depicted on the top. On the 
bottom, a visual summary of aberrant connectivity in individuals with stimulant addiction is represented. 
Overall, the four discussed networks show enhanced connectivity with each other (solid lines), 
while connectivity with other brain systems such as the visual system is decreased (non-solid lines). 
Specifically, there was consistent evidence for enhanced connectivity between a) the reward system 
and salience network, b) both the reward system/salience network with the executive control network, 
and c) between the reward system and the learning network.

Figure 29.1 Resting-state connectivity in stimulant addiction.
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Box 29.1 Measuring resting-state connectivity

The first resting-state functional connectivity studies employed a seed-based functional connec-

tivity analysis, in which the activation level time course of one (or several) seed brain region(s) is 

correlated with the activation level time course of every other brain voxel, generating a functional 

connectivity map for each region of interest. To expand on this and analyze whole-brain func-

tional connectivity, independent component analysis was introduced as a data-driven method for 

defining co-activated networks by maximizing statistical independence between a given number 

of networks. Often only select networks of interest are analyzed with this method. Other, more 

novel whole-brain connectivity methods include voxel-wise methods (correlating the time course 

of each voxel with all other voxels; interhemispheric connectivity = correlating each voxel with 

the corresponding voxel in the other hemisphere) and Graph Theory/Functional Connectivity 

Density (FCD) mapping. Graph Theory/FCD derive a whole-brain functional connectivity matrix 

(correlating the activation level time courses of all voxels/brain regions with all others) to perform 

mathematical complex network analysis on this matrix. Prominent measures include degree, par-

ticipation coefficient, global FCD and nodal strength, which all estimate “global connectivity” to 

measure the functional integration of a voxel/brain region with the rest of the brain. Other Graph 

Theory methods include modularity analysis, which is a data-driven approach for defining modules 

to estimate within and between module connectivity.

The reward system and salience network

A hallmark of drug addiction is the dysregulation of the brain’s dopaminergic reward system, 
manifested by an increase of the incentive salience attributed to the consumed drug at the 
expense of decreased salience attributed to non-drug-related reinforcers and associated with a 
concomitant compromise in self-control especially in a drug related context (Koob and Volkow 
2016; Goldstein and Volkow 2011). Chronic drug use is associated with this modified incentive 
function supported by a reduction of tonic (yet enhanced cue-induced phasic) dopamine in the 
core areas of the reward system: the midbrain ventral tegmental area (VTA) and nucleus accum-
bens (NAcc = ventral striatum) (Koob and Volkow 2016; Everitt and Robbins 2005). In con-
trast to the baseline/tonic state, and consistent with phasic dopamine increases, neuroimaging 
has demonstrated that the NAcc is hyperactivated during drug cue exposure, with NAcc activa-
tion levels correlating with self-reported craving (Kühn and Gallinat 2011). During resting-state, 
the NAcc is part of an extended ‘reward system’, which includes the rACC and the OFC (Amft 
et  al. 2016). Beyond its role in processing incentive salience/craving (NAcc), this extended 
reward system is also involved in the representation of personal relevance (rACC) (Moeller and 
Goldstein 2014) and the representation of expected value (OFC) (Chase et al. 2015). While 
the VTA, NAcc, rACC and OFC thus form the extended reward system, the OFC is also an 
anchor of a ‘salience network’ of regions co-activated during resting-state, which encompasses 
the OFC, the dACC and the anterior insula (Corbetta and Shulman 2002; Corbetta et al. 2008; 
Seeley et al. 2007). This salience network has been ascribed a reorienting function, directing 
attentional resources towards a salient stimulus (Corbetta et al. 2008). While the anterior insula 
may have a crucial role in representing drug urges (Naqvi and Bechara 2009), the dACC has 
been ascribed a role in integrating the expected value of allocating control (Shenhav et al. 2013). 
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The literature reviewed in this chapter demonstrates that both the extended reward system 
(VTA/NAcc/rostralACC/OFC) and the salience network (OFC/dorsalACC/anterior insula) 
show aberrant connectivity in stimulant addiction.

Resting-state connectivity of the reward system and salience network

Within the reward system (VTA-NAcc), resting-state functional connectivity was found to 
be decreased in cocaine-addicted individuals (Gu et al. 2010), with a stronger decrease being 
associated with longer cocaine use (Gu et al. 2010) and higher impulsivity in healthy controls 
(Kohno et al. 2016). Further, global connectivity between the reward system/salience network 
(OFC/rACC/dACC/insula) and the rest of the brain was reduced in individuals with stimulant 
addiction (Meunier et al. 2012; Liang et al. 2015), with a stronger decrease linked to both more 
compulsive drug taking (Meunier et al. 2012) and more impairment of self-referential emotional 
processing (Liang et al. 2015). Moreover, a number of studies found that functional connectivity 
between the reward system/salience network and several other important brain systems, such as 
the Default Mode Network (DMN) that is involved in self-referential processing, but also visual 
and auditory networks, was reduced in individuals with stimulant addiction (Wilcox et al. 2011; 
Konova et al. 2013; Liang et al. 2015; Ray et al. 2015; Meunier et al. 2012), while connectivity 
specifically with the executive control and learning networks was enhanced (discussed below). 
Overall, chronic drug use and the associated decrease in dopamine in the reward system thus 
seem to be associated with a partial decoupling of the reward system/salience network from the 
rest of the brain (decreased global connectivity), particularly from perceptual and self-referential 
processing systems (visual/auditory/DMN). Importantly, this result was independent of the state 
of the participants (urine positive or negative as indicative of recent use vs abstinence, respec-
tively) (Table 29.1).

Within the salience network, functional connectivity was increased, as indicated by increased 
insular interhemispheric connectivity in cocaine users, correlated with addiction severity 
(Viswanath et al. 2015). Further, functional connectivity between the reward system (NAcc) 
and the salience network (NAcc-OFC/rACC/dACC/insula) was enhanced (Camchong et al. 
2013; Wilcox et  al. 2011). Importantly, this was only observed when the analysis was con-
ducted by placing the seed directly in the NAcc, excluding the putamen (Camchong et al. 2013; 
Wilcox et al. 2011; Wisner et al. 2013; Hu et al. 2015). Enhanced connectivity between the 
reward system and the salience network was correlated with lower ability to remain abstinent 
(Camchong et al. 2013).

In summary, both group comparisons as well as brain–behavior correlations support a general 
decrease in functional connectivity between the reward system/salience network and the rest 
of the brain (excluding the executive control/learning systems), while co-activation between 
the two networks was enhanced (Figure 29.1). This partial decoupling of the reward system/
salience network from other important brain systems with concomitant enhanced connectivity 
between the reward and salience systems were correlated with impulsivity, drug use, compulsive 
drug taking, addiction severity and ability to remain abstinent.

Structural connectivity of the reward and salience networks

Structural connectivity specifically of the NAcc/VTA has not been investigated so far. Within 
the salience network, increases in fractional anisotropy (FA) (see Box 29.2 for definition) in the 
dACC white matter were reported in 32 cocaine-addicted individuals (Romero et al. 2010). 
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The authors speculated that these changes may reflect hyperactivity of the dACC due to its role 
in assessing error in reward prediction. In contrast, however, a more recent study utilizing a 
whole brain analysis approach in 67 poly-substance abusers found decreases in FA in the dACC 
that were correlated with the number of substances abused (Kaag et al. 2017).

Box 29.2 Measuring structural connectivity

Metrics: A simple approach to analyzing diffusion-weighted MRI data is to fit it with a diffusion 

tensor model, which characterizes diffusion in the tissue along a preferred axis, known as axial diffu-

sivity (AD), as well as diffusion perpendicular to the preferred axis, known as radial diffusivity (RD). 

The mean diffusivity (D), an average of diffusivity in all directions, is also computed. The extent 

to which AD and RD differ can be quantified with a metric known as fractional anisotropy (FA). 

Fractional anisotropy is the most commonly used metric derived from diffusion-weighted MRI and 

is a measure of the directionality of diffusion in the tissue. The FA values are dimensionless and 

range from 0 to 1, with values close to zero indicative of tissue with homogeneous diffusion, such 

as gray matter, and values approaching 1 indicative of tissue with highly directional diffusion, such 

as white matter.

Analysis: Group differences in D, FA, AD, and RD can be assessed by calculating the mean 

values in a region of interest (ROI). An alternative that eliminates the need to select a ROI a priori 

is voxel-wise statistical analysis carried out using Tract-Based Spatial Statistics (TBSS) (Smith et al. 

2006). In TBSS data from all subjects is projected onto a mean FA tract skeleton before applying 

voxel-wise cross-subject statistics.

Interpretation: RD is interpreted to be sensitive to myelination, while AD is interpreted to be 

sensitive to axonal damage. Fractional anisotropy is a combination of both and is generally inter-

preted as a measure of white matter integrity. Diffusivity is sensitive to edema and general loss of 

tissue structure.

The executive control network

The dysregulation of the reward system in chronic drug abusers is associated with compro-
mised inhibitory self-control pronounced especially during stages of craving and drug consump-
tion (Goldstein and Volkow 2011). Neuroimaging studies have long implicated the prefrontal 
cortex in impaired self-control in drug addiction (Goldstein and Volkow 2011), particularly 
highlighting the vlPFC and dlPFC as core regions of a cognitive control network (Zilverstand 
et al. 2017; Buhle et al. 2014). In addition to the vlPFC and dlPFC, the dACC has also been 
implicated in impaired behavioral inhibitory control in addiction (Luijten et al. 2014). During 
resting-state these prefrontal regions (vlPFC/dlPFC/dACC) co-activate with regions involved 
in motor planning (premotor/SMA), as well as with parietal regions involved in the alloca-
tion of attention (Cole and Schneider 2007), to form the cognitive control network (Cole and 
Schneider 2007) also named the dorsal frontoparietal executive control network (Seeley et al. 
2007; Corbetta and Shulman 2002; Corbetta et al. 2008). The studies presented in this review 
indicate fundamentally changed connectivity of this network (vlPFC/dlPFC/dACC/premotor/
SMA/parietal) in stimulant addiction.
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Resting-state connectivity of the executive control network

Interhemispheric connectivity within the frontoparietal executive control network was decreased 
in individuals with cocaine addiction (Kelly et al. 2011), indicating stronger lateralization within 
the network, with lower interhemispheric connectivity/higher lateralization being correlated 
with more attentional lapses (Kelly et  al. 2011). Further, lower within-network connectivity 
was associated with worse performance on adaptive learning tasks (McHugh et al. 2017). Third, 
increased local connectivity within single brain regions of the executive control network, indicat-
ing greater segregation within the network, was reported in the prefrontal cortex (vlPFC/dlPFC), 
the motor (premotor/SMA) and parietal cortex (Konova et al. 2015; Ray et al. 2015; Wang et al. 
2015). However, in contrast to expectations, this increase in local connectivity in the motor cor-
tex was negatively correlated with duration of cocaine use, with lower – more normalized – local 
connectivity being associated with longer duration of cocaine use (Ray et al. 2015). To sum-
marize, the reviewed studies did not provide clear evidence for a direct link between increased 
drug use and abnormal within-network functional connectivity of the executive control network, 
independently of impaired neurocognitive functioning (attention/adaptive learning).

Further, analog to the reward system/salience network, the frontoparietal executive control 
network was decoupled from other important systems of the brain, such as the DMN (Ding and 
Lee 2013), while showing enhanced connectivity with both the reward system and the salience 
network. This enhanced connectivity between these three major brain systems/networks, the 
reward system, the salience network and the executive control network, was supported by a 
large number of studies (Kohno et al. 2016; Camchong et al. 2011; Kohno et al. 2014; Hu et al. 
2015; Konova et al. 2013; Camchong et al. 2013; Cisler et al. 2013). The reward system (VTA/
NAcc) showed increased coupling with frontal (vlPFC/dACC) and parietal executive control 
regions (Kohno et al. 2014; Kohno et al. 2016; Camchong et al. 2013), with the increased cou-
pling between the NAcc and frontal executive regions (vlPFC/dACC) being associated with 
more compulsive drug use (Hu et  al. 2015). Similarly, the salience network (rACC/insula) 
showed heightened functional connectivity with frontal (vlPFC/dlPFC/dACC/SMA) and 
parietal executive control regions (Camchong et al. 2011; Camchong et al. 2013; Konova et al. 
2013; Cisler et al. 2013), with this increased coupling (rACC-dlPFC) being related to worse 
performance in adaptive learning tasks (Camchong et  al. 2011). Importantly, this result was 
independent both of the state of participants (urine positive or negative) and drug of choice 
(methamphetamine or cocaine) (Table 29.1).

In summary, while changes in local/within-network connectivity of the executive control 
network were not correlated with drug use (but with neurocognitive performance), worse 
adaptive learning and more compulsive drug use were associated with enhanced connectivity 
of the executive control network with the reward system/salience network and a partial decou-
pling from other important brain networks, such as the DMN (Figure 29.1).

Structural connectivity of the executive control network

Overall, the reviewed diffusion-weighted MRI studies suggest that stimulant addiction is asso-
ciated with lower FA in many brain regions, driven by increases in radial diffusivity (increased 
diffusion of water perpendicular to axon direction), which indicates white matter degradation 
driven by damage to or loss of the axon’s myelin sheath (Moeller et al. 2007). The first diffusion-
weighted MRI studies in cocaine users found lower FA in the inferior frontal white matter (Lim 
et al. 2002) and corpus callosum (Moeller et al. 2005). Changes in the FA in the corpus callosum 
were later shown to be anti-correlated with impulsivity (Lim et al. 2008) and seem to be more 
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severely reduced in subjects that smoked crack cocaine compared with those who used cocaine 
intranasally (Ma et  al. 2009). Findings in the corpus callosum of methamphetamine abusers 
appear to be similar to those in cocaine abuse with reduced FA in the genu and splenium of the 
corpus callosum correlated with worse performance on tasks of cognitive flexibility (Kim et al. 
2009) and inhibitory control (Salo et al. 2009).

A later voxel-wise comparison of FA between cocaine-addicted individuals and controls 
found additional areas of deficit that included many white matter tracts (Lane et al. 2010). In this 
study increases in radial diffusivity in the corticospinal tract and posterior corona radiata (both 
originating in the motor system) were correlated with poor performance on a gambling task 
suggesting myelin damage in impaired decision making.

Learning networks

The increase of habitual and compulsive behavior, which characterizes drug addiction, depends 
on pavlovian and instrumental learning (Everitt and Robbins 2005). Brain structures in the 
dorsal striatum, the caudate and putamen, support this automatization of behavior, with the 
caudate being more involved in initiation of behavior and the putamen specifically subserving 
habit learning (Grahn et  al. 2008). During habit learning, the amygdala/hippocampal cluster 
provides the contextual information necessary for associative learning (Everitt and Robbins 
2005). During resting-state this amygdala/hippocampal cluster has also been shown to be part 
of the extended social-affective DMN (Amft et al. 2016). In stimulant addiction, resting-state 
connectivity of these learning networks is altered.

Resting-state connectivity of learning networks

In cocaine users, functional connectivity between the putamen and the dorsal parts of the sali-
ence network (dACC/insula) was decreased (Hu et al. 2015; McHugh et al. 2013; Wisner et al. 
2013), with two studies reporting that a larger decrease in connectivity was linked to higher 
impulsivity (McHugh et al. 2013; Wisner et al. 2013). Decreases in functional connectivity were 
also reported between the amygdala and the salience network (McHugh et al. 2014), between 
the putamen and periaqueductal gray, which as the insula is involved in interoceptive processing 
(Verdejo-Garcia et al. 2014) and between the amygdala/hippocampal cluster and the executive 
control network (Gu et al. 2010; Konova et al. 2013).

In contrast, the coupling with the reward system (VTA/NAcc/rACC) was increased for 
both the caudate and putamen (Konova et  al. 2013; Kohno et  al. 2014; Kohno et  al. 2016; 
Camchong et al. 2013), with a larger increase in connectivity associated with higher addiction 
severity (Konova et  al. 2013). Further, functional connectivity between the caudate and the 
executive control network was found to be increased, with higher connectivity being correlated 
with higher impulsivity and current use (Hu et al. 2015). Also, increased connectivity between 
the hippocampus and the reward system was reported (Kohno et  al. 2014). Finally, stronger 
coupling between the hippocampus and DMN predicted time to relapse in cocaine addiction 
(Adinoff et al. 2015) and increased local/global connectivity in the DMN was associated with 
longer duration of cocaine use (Konova et al. 2015).

In summary, decreases in functional connectivity were reported between the learning and 
salience network, with this decrease being associated with impulsivity. Further, evidence across 
studies supported that the caudate and putamen, involved in initiation of behavior and habit 
learning respectively, showed increased coupling with the reward system, with this increase 
being associated with addiction severity (Figure 29.1).
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Structural connectivity of learning networks

The uncinate fasciculus, a white matter tract that connects the hippocampus and amygdala with 
the prefrontal cortex including the OFC, has been shown to have lower FA in poly-substance 
abusers (Kaag et  al. 2017). A study in methamphetamine addiction found lower FA in the 
perforant fibers implicating the hippocampus, and perhaps the learning network (Tobias et al. 
2010). Little work in structural connectivity of the caudate and putamen has been done to date. 
One study found higher diffusivity within the caudate and putamen in methamphetamine users 
(Alicata et al. 2009). This higher diffusivity was correlated with lifetime dose and anti-correlated 
with age of onset, implying that lower connectivity within the caudate and putamen is associ-
ated with chronicity of methamphetamine use. A later study, yet with a smaller sample, failed to 
replicate these results (Lin et al. 2015).

Discussion

Resting-state functional and structural imaging are novel tools that can deepen our understand-
ing of the structural and functional architecture of the brain at baseline, independent of task 
performance. The results reviewed here strongly indicate that this baseline state is fundamentally 
reconfigured in stimulant addiction, suggesting that individuals with stimulant addiction interact 
with the world coming from a somewhat different state.

The reviewed findings on resting-state functional connectivity demonstrate that stimulant 
addiction is associated with an increase in co-activation (as an indicator of shared neuronal activ-
ity) specifically between the four discussed networks: the reward system, the salience, execu-
tive control, and learning network (Figure 29.1). There was consistent evidence for enhanced 
connectivity between a) the reward and salience system, b) both the reward system/salience 
network with the executive control network and c) between the learning and the reward sys-
tem. Importantly, this pattern of enhanced functional connectivity was not driven by a general 
increase of functional connectivity across all brain networks, as there was also consistent evi-
dence for a decrease of functional connectivity between the discussed networks (e.g., reward 
system/salience network/executive control network) and other important brain systems (e.g., 
DMN, visual/auditory networks). Finally, the observed pattern in aberrant resting-state con-
nectivity seemed to depend neither on the drug of choice (cocaine, amphetamine or metham-
phetamine), nor on the state of the participants (urine positive or negative), suggesting that the 
observed reconfiguration arises through a general change in the baseline functional architecture, 
independent of abstinence/current use states/type of stimulant drug.

A possible interpretation of these results is that in stimulant addiction the baseline state of 
the brain is reconfigured such that the reward system/salience network show increased ‘neu-
ronal interaction’ with both the learning and executive functioning networks because they are 
‘driving’ these two networks involved in cognitive/inhibitory control, learning, and behavior 
selection. Increased interaction between these systems during a baseline state may thus prompt 
a stronger involvement of the brain’s reward/salience system in learning and behavior selection 
and may bias the individual’s response when encountering a challenging situation. This could 
predispose an individual to a premature breakdown of self-control during a challenge, or to a 
heightened drug-related responding, as indeed suggested by the direction of associations with 
behavioral measures (including impulsivity, compulsive drug use and severity of use).

The results presented here extend a previous review on nicotine and drug addiction, which 
provided evidence for aberrant connectivity in all the major networks discussed here, but 
was inconclusive regarding the direction of the observed changes (Sutherland et  al. 2012). 
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This previous review focused on nicotine addiction and included only the four oldest of the  
23 resting-state studies on stimulant addiction discussed here. It also used much broader deline-
ations for summarizing results, mostly discussing the functional connectivity between a region 
and broad ‘cortical areas’, rather than between two regions/networks. Finally, it collapsed 
findings across different classes of drugs, including stimulants and opioids. Importantly, how-
ever, this previous review proposed a model predicting that acute administration of nicotine 
would lead to an increased coupling between salience and executive control networks as well 
as a decreased coupling between the salience network and the DMN (Sutherland et al. 2012). 
The results presented here provide support to this model, suggesting that chronic drug use is 
associated with a shift in balance towards enhanced coupling between reward system/salience 
network, learning, and executive control networks and concurrent decoupling from other 
large brain systems during resting-state.

A limitation of the presented resting-state results is that while we were able to identify 23 
resting-state studies in stimulant addiction, most studies only investigated a small part of the 
brain by using either a region of interest (ROI) approach and performing seed-based functional 
connectivity analyses, or by performing a network analysis but selecting only one component 
of interest. Overall, there is a lack of unbiased whole-brain studies, so the connectivity patterns 
for less frequently studied brain regions (e.g., prefrontal cortex regions) are less clear. Results 
therefore remain somewhat fragmented, which necessitated that we summarized results through 
virtually assembling regions into larger resting-state networks. Another limitation pertains to 
the nature of the cross-sectional, correlational research performed by all of the reviewed studies; 
longitudinal within-subject results could allow the study of the impact of individual variables 
including response to treatment on the described shift in brain state.

The majority of diffusion-weighted imaging studies in individuals with stimulant (both single 
substance and poly substance) addiction found lower FA in large white matter tracks throughout 
the brain. It has been postulated that reductions in FA are the result of myelin reduction caused 
by hypo-perfusion related to stimulant exposure. Some studies point to neuroinflammation 
as a potential mechanism for changes in structural connectivity metrics in drug abuse (Alicata 
et al. 2009; Lin et al. 2015; Kaag et al. 2017). Both vascular and neuroinflammation effects may 
contribute to the preponderance of changes in large fiber pathways such as the corpus callosum. 
However, this result could possibly also be attributed to low sensitivity in imaging parameters.

A potential confounder is the poly-substance use that characterizes most participants with 
drug addiction. A recent study of structural connectivity in multiple substance users found that 
structural changes (decreases in FA in many tracts) were related to the number of substances 
abused and not to the amount of use (Kaag et al. 2017). Sex differences may also play a role in 
structural connectivity, with some studies finding decreases in FA in male methamphetamine-
addicted individuals but not in females (Chung et al. 2007). Future studies will no doubt take 
these confounds into careful consideration.

The reduction in structural connectivity indicated by white matter reductions could point to 
a potential mechanism by which the changes in functional connectivity associated with stimu-
lant addiction could come about. Specifically, the reductions in FA and increases in radial dif-
fusivity may indicate that demyelination provides a structural basis for the observed changes in 
the functional architecture. However, given that linking structural and functional imaging is still 
an area of developing research, this link remains speculative. A further limitation is that causality 
cannot be ascertained with human imaging, hence a causal link between structural connectivity, 
functional connectivity and substance abuse cannot be established.

Despite these limitations, these results may inform future development of treatment 
approaches by pointing towards potential neural targets. Specifically, the results presented in this 
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review converge with the results from a previous review on imaging the impact of therapeutic 
cognitive interventions in addiction, including cognitive behavioral therapy, motivational inter-
ventions and mindfulness training (amongst others), on brain functioning. Both reviews identi-
fied the reward system/salience network and the executive control network as primary potential 
treatment targets in stimulant addiction (Zilverstand et al. 2016). This convergent result under-
scores the contribution of the presented research on resting-state brain functioning in stimulant 
addiction by suggesting that the aberrant connectivity patterns observed during resting-state 
may influence brain functioning beyond the mere state of non-involvement in a task, to, for 
instance, affecting an individual’s responsiveness to therapeutic cognitive interventions.

Conclusion

In conclusion, results support a fundamentally altered baseline state of brain functioning in indi-
viduals with stimulant addiction. Specifically, a reconfiguration of the functional architecture 
of the addicted brain seems to be associated with enhanced prominence of the reward system/
salience network that may become a major driving factor, possibly influencing important brain 
systems involved in action selection, habit learning and executive control. Underlying structural 
impairments encompassing large white matter tracts, especially frontal tracts, could contribute 
to some of the functional results as further associated with reductions in cognitive control and 
more compulsive drug use patterns. Irrespective of the underlying biological mechanism or 
causality, this review highlights the merits of performing imaging studies targeting brain con-
nectivity in clinical populations, which could help shape our understanding of the fundamental 
changes occurring in the addicted brain.
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IMAGING DOPAMINE 

SIGNALING IN ADDICTION
Diana Martinez and Felipe Castillo

Positron Emission Tomography (PET) radioligand imaging

Positron Emission Tomography (PET) is an imaging modality that uses radiotracers to measure 
receptor levels in the brain. Radiotracers are molecules that bind to a specific receptor and 
are labeled with a positron-emitting radionuclide, usually carbon-11 (11C) or fluorine-18 (18F). 
This allows investigators to quantify neurotransmitter and other related receptors in the human 
brain. There are radiotracers available to image a number of different brain receptors, including 
dopamine receptors and transporters, serotonin receptors and transporters, GABA and glutamate 
receptors, opioid receptors, and others. In addition to PET, Single Photon Emission Computed 
Tomography (SPECT) can also be used to image receptors.

The main outcome measure used in PET and SPECT imaging studies of clinical populations 
is called “binding potential” (BP). Binding potential is obtained from the ratio of specific bind-
ing to nonspecific binding. This is illustrated in Figure 30.1, where specific binding refers to the 
radiotracer bound to the receptor or cellular target of interest, while nonspecific binding is the 
radiotracer bound to other non-target proteins in the brain. Nonspecific binding is generally 

Figure 30.1  Using PET and [11C]raclopride to image dopamine receptor density in the brain. Increased 
PET signal activity correlates with specific binding of the radiotracer to the receptor.
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low, and using this ratio as an outcome measure provides a method for normalizing the signal 
across subjects and across conditions.

Most studies in addiction will compare two groups, one that is defined by meeting criteria 
for a specific substance use disorder and a group of matched controls. This serves to identify the 
neurotransmitter systems that are altered in addiction. However, imaging studies can also make 
correlations between the neurobiology of addiction and clinically relevant behaviors in subjects 
with a substance use disorder.

Using PET to image dopamine and dopamine receptors

In addition to measuring receptors, PET can also be used to image changes in neurotransmitter 
levels in the brain. The PET radiotracer most frequently used to image dopamine is [11C]raclo-
pride, which binds to the D2 family of receptors (referred to as D2 for simplicity). In addition 
to measuring D2 receptor levels, [11C]raclopride can be used to measure changes in extracellular 
dopamine in specific regions in the brain. This is shown in the top panel of Figure 30.2, where 

Figure 30.2  Using PET and [11C]raclopride to measure changes in endogenous dopamine in the striatum. 
The top left panel shows baseline D2 binding to the radiotracer in a healthy control, and the 
top right panel shows D2 binding following the administration of methylphenidate (60 mg 
PO). Methylphenidate blocks the dopamine transporter on the dopamine nerve terminals in 
the striatum, resulting in a large increase in extracellular dopamine levels. As a result, fewer 
D2 receptors are available to bind to [11C]raclopride. Thus, the decrease in [11C]raclopride 
binding provides an indirect measure in stimulant-induced increases in endogenous 
dopamine. The bottom two panels show the same paradigm in a patient with cocaine use 
disorder. The large increase in extracellular dopamine levels seen in healthy controls are not 
appreciated in cases of cocaine use disorder.
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the highest uptake of [11C]raclopride is seen in the striatum, which contains the caudate, puta-
men, and nucleus accumbens. The striatum has the highest density of D2 receptors in the brain, 
and dopamine is released in high levels in this brain region.

When a subject is administered a psychostimulant, such as amphetamine or methylphenidate, 
large amounts of dopamine are released in the brain. The release of pre-synaptic dopamine 
results in fewer D2 receptors being available to bind to [11C]raclopride. Therefore, in the same 
individual, a comparison of BP prior to and following stimulant administration provides an indi-
rect measure of dopamine release. This is depicted in Figure 30.2, where an individual subject’s 
scan is shown at baseline (top left) and following the administration of methylphenidate (top 
right). Following methylphenidate, the [11C]raclopride signal is reduced, due to the reduction 
in the D2 receptors available to bind to the radiotracer. The decrease in [11C]raclopride binding 
is related to the increase in extracellular dopamine elicited by the stimulant.

Figure 30.2 also shows the same imaging outcomes (D2 receptor BP and dopamine release) 
in cocaine use disorder (bottom panel). The clinical relevance of this finding in cocaine depend-
ence is determined by the role of dopamine in the brain, and the effect of chronic cocaine 
exposure on dopamine signaling. This is discussed further below in this chapter.

Role of dopamine in the brain

The dopamine system is closely associated with modulating motivated, reward-driven behav-
ior and it is also directly implicated in addiction. The brain’s dopamine system originates in 
the midbrain, with the dopamine neuron cell bodies located in the substantia nigra and ven-
tral tegmental area. The dopamine projections from the midbrain consist of four pathways:  
1) mesolimbic, which projects from the ventral tegmental area to the nucleus accumbens 
of the striatum, and plays a crucial role in reward-driven behavior and addiction; 2) mes-
ostriatal, consisting of projections from the substantia nigra to the dorsal striatum (caudate 
and putamen), which largely plays a role in modulating cognitive processes and motor out-
put; 3) mesocortical, which projects from the ventral tegmental area to the prefrontal cortex, 
and directs behavior toward abstract goals; and 4) tubero-infundibular, which regulates the  
hypothalamus–pituitary system (Cools 2008). While the function of these projection systems 
can be segregated based on the brain regions they project to, it is important to recognize that 
there is overlap across these pathways. For example, although the limbic pathway is crucial for 
reward-driven behavior, both animal and human studies show that the dopamine projections 
involved in cognitive processing are involved in addiction as well.

Essentially, dopamine signaling makes the behavior required to obtain a reward more likely to 
be repeated. Salamone (2009) showed that increased dopamine signaling in the nucleus accum-
bens increases effort-related behavior, and that dopamine depletion results in an animal being 
less likely to exert effort to receive a food reward. In this context, dopamine can be understood 
as mediating the behavioral economics of motivated behavior and regulating the reinforce-
ment value of a reward (i.e., the extent to which a given reward is worth the effort required). 
Dopamine can also be viewed as mediating the “incentive salience” of a reward, meaning the 
extent to which the reward is wanted by the animal (Berridge and Robinson 1998).

In a series of electrophysiological studies in non-human primates, Schultz (2010) showed 
that dopamine serves as a reward prediction error, and codes for reward as it differs from pre-
diction, and thus plays a crucial role in reward-based learning. While there is debate over the 
mechanism by which dopamine mediates the reinforcing effects of a reward, whether it is by 
signaling the willingness to work for a reward, the degree to which a reward is wanted, or 
reward-related learning, the fact that drugs of abuse, such as cocaine, are associated with dysregulation 
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of dopamine transmission that affects decision making is a crucial starting point for understanding the neu-
robiology of this disorder.

Cocaine at the synapse

We will use cocaine as an example of how drugs of abuse work on the dopamine system, as 
cocaine has a very direct effect on dopamine signaling. At the dopamine nerve terminal of the 
striatum, cocaine binds the dopamine transporter (DAT) and blocks the re-uptake of dopa-
mine by the pre-synaptic dopaminergic neurons. Since DAT re-uptake is the major mechanism 
for terminating the dopamine signal, cocaine administration results in a significant increase in 
extracellular dopamine, several orders of magnitude over baseline levels, based on microdialysis 
studies (Di Chiara and Imperato 1988; Bradberry 2000). The excess in extracellular dopamine is 
dependent on the firing of the neuron, since dopamine is released from the pre-synaptic dopa-
mine neuron as it fires, but then is not re-absorbed by the dopamine transporter.

Cocaine blocks the re-uptake of dopamine, and increases dopamine levels, but it is not 
selective for dopamine. Cocaine blocks the uptake of serotonin and norepinephrine as well, 
since it also blocks these transporters (Carroll et al. 1992; Lewin et al. 1992). In fact, cocaine 
has a similar affinity for each of these monoamine transporters. However, it is the effect on 
extracellular dopamine that has been shown to produce most of the behavioral effects that are 
associated with addiction. Thus, it is the increase in dopamine, rather than cocaine’s effect on 
serotonin or norepinephrine, that is most directly associated with the reinforcing effects of 
cocaine. A crucial study of cocaine analogues in monkeys demonstrated that the potency of 
DAT inhibition (rather than inhibition of the norepinephrine or serotonin transporters) corre-
lated with their ability to support cocaine self-administration (Ritz et al. 1987). Similarly, mice 
that express a DAT that is insensitive to cocaine, but still functional, do not self-administer 
cocaine (Thomsen et al. 2009). Inhibition of the norepinephrine and serotonin transporters has 
less of an effect on the addictive aspect of cocaine in animal models, while drugs that block 
the DAT inhibit cocaine’s effects (Spealman et al. 1989; Tella 1995). In addition, cocaine self-
administration is dependent on the mesolimbic dopamine pathway being intact, which is not 
the case for noradrenergic or serotonergic neurons (Kuhar et al. 1991).

PET radioligand imaging in cocaine use disorder

The most studied addiction using PET imaging is cocaine use disorder, and many of these stud-
ies have focused on imaging the D2 receptor and dopamine release. Overall, this research shows 
that cocaine use disorder is associated with a decrease in D2 receptor binding and dopamine 
release. The first study, published in 1990, showed that cocaine dependence was associated 
with a 35% decrease in D2 receptor BP in the striatum compared with healthy control subjects 
(Volkow et al. 1990). A number of subsequent studies have replicated this finding, and imaging 
studies performed with [11C]raclopride show a decrease in D2 receptor binding of about 15% 
in individuals with cocaine use disorder compared with control subjects (Volkow et al. 1993; 
Volkow et al. 1997; Martinez et al. 2004).

Questions that arise from this finding include: 1) is this decrease is reversible with abstinence; 
2) does it serve as a biomarker for addiction; 3) does low D2 receptor represent a risk factor for 
the development of addiction? With respect to abstinence, one study in cocaine dependent sub-
jects has addressed this issue by imaging subjects at baseline and after three months of inpatient 
treatment (Volkow et al. 1993). The results showed that the decrease in D2 receptors did not 
change even after three months of abstinence, indicating that low D2 receptor binding persists 
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for at least three months (Volkow et al. 1993). This finding is in agreement with a study in 
rhesus monkeys, which showed that D2 receptor availability was decreased by 15–20% within 
one week of cocaine exposure, and that this decrease persisted for up to one year of abstinence 
(Nader et al. 2006).

Although the original work imaging D2 receptors was performed in cocaine dependence, 
the decrease in D2 receptor binding in the striatum has since been demonstrated in addiction 
to different substances and alcohol. This has been shown in alcohol, heroin, methamphetamine, 
and nicotine dependence as shown in Table 30.1 (Trifilieff and Martinez 2014). Additionally, 
as shown in Table 30.1, the decrease in D2 receptor binding has been associated with altera-
tions in reward-related behaviors. This data indicates that low D2 receptor binding serves as a 
biomarker for addiction in research studies. In other words, while any one individual person’s 
PET scan does not predict addictive behaviors, the analysis of PET scans performed at a group 
level consistently shows that D2 receptors are decreased in substance use disorders.

A question that arises is whether low D2 receptor binding precedes the development of 
addiction, and serves as a risk factor. Studies in both rhesus monkeys and human subjects have 
sought to address this question. In rhesus monkeys exposed to a social hierarchy, social domi-
nance is associated with a higher striatal D2 receptor binding compared with subordinate ani-
mals (Grant et al. 1998; Morgan et al. 2002). In addition, low D2 receptor binding, combined 
with low social status, was predictive of subsequent cocaine self-administration in monkeys 
(Nader et al. 2006), although no competing reinforcer was available. Nonetheless, these results 
suggest that low D2 receptor levels in the striatum preceded the animals’ willingness to take 
cocaine, and could serve as a risk factor for the development of addiction.

In human volunteers, imaging studies have investigated this question by imaging non-
addicted subjects who have a high risk for developing an addiction, such as those with a fam-
ily history of addiction. In a study of social drinkers, subjects with a strong family history of 
alcohol dependence had higher D2 receptor BP in the striatum compared with social drinkers 
with no family history of alcoholism (Volkow et  al. 2006). Since the family-history-positive 
subjects would be expected to have a high risk for alcohol use disorder, but are not dependent 
themselves, these findings suggest that increased D2 receptor BP may be protective (Volkow 
et al. 2006). Similar results have been reported in non-addicted siblings of subjects with cocaine 
addiction, who had higher D2 receptor binding compared with controls (Volkow et al. 2006).

Table 30.1  Imaging studies showing that D2 receptor binding potential is reduced across addictions  
and correlates with clinically relevant behavior

Drug abused Number of studies showing decreased 
striatal D2 receptor binding

Behavior

Cocaine 7 out of 8 Heavy cocaine use, years of use, tolerance 
to the effects of cocaine, cocaine-seeking 
behavior, treatment response

Alcohol 8 out of 10 Craving for alcohol, attention to alcohol 
cues, future alcohol use, severity of addiction

Opiates 3 out of 4 Severity and heaviness of opiate use

Methamphetamine 4 out of 4 Impulsive behavior, severity of disease, 
response to treatment

Nicotine 5 out of 5 Severity and heaviness of smoking, depressive 
symptoms
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Another group of subjects who are expected to have a high risk of developing an addiction 
are those who report a positive experience in response to drug exposure. In a study of non-
addicted individuals, Volkow et al. (1999; 2002) demonstrated that high striatal D2 receptor 
BP was predictive of an unpleasant reaction to the psychostimulant methylphenidate, whereas 
low D2 binding was associated with a pleasurable experience. This finding suggests that high 
D2 receptor binding may confer a resilience to the development of addictive behaviors, while 
low D2 BP may reflect a vulnerability (Volkow et al. 1999; Volkow et al. 2002). However, 
not all human PET studies show results that are in agreement with this theory, and have 
shown no difference in D2 receptor BP in family-history-positive and negative social drinkers 
or in the reaction to psychostimulant administration (Munro et al. 2006). In addition, while 
some studies have shown that low D2 receptor binding is associated with a risk for addiction, 
and suggest that this neurobiologic marker might occur prior to the onset of addiction, other 
studies in non-human primates have also shown that chronic exposure to cocaine itself also 
reduce D2 receptor binding (Farfel et al. 1992; Moore et al. 1998; Nader et al. 2002; Nader 
et al. 2006).

Imaging dopamine release in cocaine use disorder

As described above, PET imaging with [11C]raclopride and induction of a pre-synaptic dopa-
mine release can be used to image changes in the level of endogenous dopamine. This entails 
using a stimulant challenge, where a drug that increases dopamine release in the brain is admin-
istered and PET scans are obtained before (at baseline) and after the administration of the 
medication (usually amphetamine or methylphenidate). Using these methods, Volkow et  al. 
(1997) first showed that cocaine dependence is associated with a decrease in [11C]raclopride 
displacement in the striatum following methylphenidate administration (Volkow et al. 1997). 
Thus, this study shows that cocaine dependence is associated with a loss of dopamine release 
and blunted dopamine transmission. The subjects with cocaine use disorder also reported a 
decrease in the positive effects of the stimulant compared with the controls. Using SPECT and 
an amphetamine challenge (0.3 mg/kg IV), Malison et al. (1999) performed a similar study and 
also showed blunted dopamine release in the striatum. More recent PET studies using higher 
resolution PET scanners show similar results: dopamine signaling is blunted across the different 
subdivisions that represent the different dopamine projection systems described above controls 
(Martinez et al. 2004; 2007).

These studies show that cocaine dependence is associated with a decrease in pre- 
synaptic dopamine release, and this hypothesis is supported by a PET study that imaged 
pre-synaptic dopamine stores in the striatum. Using the levodopa analogue 6-[18F]-fluoro-
L-DOPA (FDOPA), which provides a measure of presynaptic dopamine activity, Wu et al. 
(1997) showed that subjects with cocaine use disorder who had been abstinent 11 to 30 
days had lower uptake compared with controls (Wu et al. 1997). Notably, the time frame of 
the decrease in pre-synaptic dopamine corresponds with the reported peak time of cocaine 
craving and dysphoria during abstinence, and a higher risk of relapse (Gawin and Kleber 
1986; Satel et al. 1991).

Functional significance of imaging findings in cocaine use disorder

The imaging studies described here consistently show that cocaine use disorder is associated 
with both a reduction in D2 receptor binding potential as well as a decrease in dopamine 
transmission. The next question is what behavioral significance do these findings have?
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Dopamine and drug seeking behavior

Using a laboratory model of cocaine self-administration in human volunteers, a previous PET 
imaging study showed that blunted dopamine release in the ventral striatum correlated with 
cocaine seeking behavior (Martinez et al. 2007). In this study subjects with cocaine use disorder 
were scanned with [11C]raclopride and an amphetamine challenge, in order to obtain both D2 
receptor BP and dopamine release. The imaging results showed that both of these measures 
of dopamine transmission were blunted compared with healthy controls. Following the PET 
scans, the cocaine dependent subjects underwent self-administration sessions, where they chose 
between a dose of smoked cocaine and money, which serves as a competing reinforcer. The 
results, summarized in Table 30.2, showed that the subjects with cocaine use disorder with the 
greatest deficit in dopamine release were more likely to choose the cocaine over money, while 
those with higher dopamine release chose money.

Thus, these results show that, in subjects with cocaine use disorder, those with the greatest 
blunting of dopamine release were more likely to choose cocaine over the monetary reinforcer. 
The doses of cocaine used were low, and produced little in the way of pleasurable effects. The 
self-administration sessions were developed as a laboratory model of relapse and are based on 
animal studies showing that a low, priming dose of cocaine reinstates cocaine self-administration 
(Self et al. 1996; Khroyan et al. 2000; Shaham et al. 2003).

The failure of cocaine use disorder subjects with low dopamine release to alter their behavior 
can be viewed as a reward system that is unable to shift between alternative sources of reward. 
In other words, subjects with low dopamine release tend to make more impulsive choices, and 
chose a smaller, immediate reward over a larger, delayed reward (Trifilieff and Martinez 2014). 
To an extent, motivation can be thought of as the inverse of impulsivity, as the ability to exert 
greater effort in order to obtain a more valuable reward. These findings in human studies are 
consistent with rodent studies of motivation, which demonstrate that motivated behavior can 
be modulated by dopamine signaling in the ventral striatum, where increasing D2 receptor 
signaling enhances motivation, whereas impaired D2 signaling lessens it (Salamone et al. 2007).

Cognition and loss of control

Addiction is characterized as a relapsing cycle of intoxication, withdrawal, and relapse that 
results in excessive drug use despite adverse consequences (Goldstein and Volkow 2011). While 
dysfunction of the dopamine system modulates much of the disruption in reward-driven behav-
ior, there are also a number of cognitive processes subsumed by the prefrontal cortex that play 
a role in addiction. Thus, imbalance with the prefrontal cortical regions also negatively affect a 
wide range of behaviors that modulate the severity of addiction.

Imaging data reviewed by Goldstein and Volkow (2011) shows that addicted individuals 
exhibit an impaired response inhibition and attribute excessive attention to drugs and drug-
related cues. These behaviors are modulated by the prefrontal cortex, which has extensive 

Table 30.2  Behavioral self-administration data from subjects with cocaine use disorder, differences seen 
across the cohort that exhibits raclopride displacement in the striatum and the cohort that 
does not

Average cocaine self-administrations (6 mg dose)

Cases with raclopride displacement in striatum (n=14) 0.86 ± 1.1
Cases without raclopride displacement in striatum (n=9) 2.89 ± 1.7
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connections to the striatum. Studies imaging D2 receptor binding and brain activation in the 
prefrontal cortex show that, in cocaine dependence, low D2 receptor binding correlates with a 
decrease in glucose metabolism (measured with [18F]FDG and PET) in the prefrontal cortex of 
cocaine abusers (Volkow et al. 1992). Subsequent studies have shown that cocaine users have 
lower rates of glucose usage in regions of the prefrontal cortex, such as the orbitofrontal and 
cingulate cortex, which persists even after months of abstinence (Volkow et al. 1993; Goldstein 
et al. 2004; Volkow et al. 2005; Beveridge et al. 2008). The orbitofrontal cortex plays a pivotal 
role in expectation and self-evaluation and the cingulate is crucial for mediating higher-order, 
cognitive control over behavior (Goldstein and Volkow 2011).

Therefore, given the crucial role that these pre-frontal cortical brain regions play in main-
taining inhibitory control, this research shows that dysregulation of striatal dopamine transmis-
sion affects the prefrontal cortical circuits, which act together to modulate drive and impulsivity 
(Dalley et al. 2011; Groman and Jentsch 2012).

Imaging dopamine transmission in other addictions

As mentioned above, many PET studies have investigated cocaine use disorder, and while fewer 
imaging studies have been published in other addictions, these studies also show alterations in stri-
atal dopamine. Imaging studies investigating striatal transmission have shown that blunted signaling 
has effects on clinically relevant behaviors. This includes methamphetamine dependence, where 
low D2 receptor binding and blunted dopamine release has been associated with impulsivity, emo-
tional dysregulation, and relapse (Ballard et al. 2015; Volkow et al. 2015; Kohno et al. 2016; Okita 
et al. 2016). Additionally, studies in methamphetamine dependence show that striatal dopamine is 
associated with treatment response. Methamphetamine abusers who have low D2 receptor binding 
and blunted dopamine release were more likely to relapse in the setting of treatment compared with 
those who responded (Wang et al. 2012). Recently, a study in methamphetamine-dependent sub-
jects showed that eight weeks of exercise training increased striatal D2 receptor binding (Robertson 
et al. 2016). The mechanism for this in humans is not known, but rodent studies have shown that 
exercise increases levels of striatal, dopamine receptor binding, and tyrosine hydroxylase mRNA 
(Greenwood et al. 2011; MacRae et al. 1987). Other studies in rodents show that exercise attenu-
ates methamphetamine-induced damage to dopaminergic terminals.

In alcohol dependence, PET imaging studies have shown that low D2 receptor BP is associ-
ated with greater alcohol craving and greater cue-induced activation of the prefrontal cortex 
using functional magnetic resonance imaging (fMRI) (Heinz et al. 2004). These findings led 
the authors to hypothesize that dopaminergic dysfunction in the ventral striatum may attribute 
incentive salience to alcohol-associated stimuli via two proposed mechanisms. Alcohol cues may 
elicit craving by either excessive activation of the networks associated with attention and behav-
ior control (Heinz et al. 2004), or by too little activation of prefrontal networks when alternative 
rewards (non-alcohol) are presented to subjects (Reiter et al. 2016).

Imaging dopamine and response to treatment

Two PET imaging studies have investigated whether dopamine signaling in the striatum, meas-
ured as D2 receptor binding and pre-synaptic dopamine release, can predict response to treat-
ment. In the first study, treatment-seeking cocaine-dependent subjects were scanned with [11C]
raclopride and a stimulant challenge, to obtain BPND and delta BPND, prior to entry in a 
treatment program. The treatment used contingency management, which uses positive rein-
forcement (monetary vouchers) as incentive for abstinence from cocaine (Higgins et al. 2003).  
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The results showed that the cocaine-dependent subjects with higher D2 receptor levels and 
higher dopamine release responded to treatment, while those with lower levels did not. 
Similar results were seen in a study of methamphetamine abusers, where subjects were scanned 
with [11C]raclopride to obtain BPND and delta BPND, and then enrolled in treatment. The  
methamphetamine-abusing subjects who successfully maintained abstinence in treatment had 
higher values for both D2 receptor binding and dopamine release, compared with metham-
phetamine abusers who did not respond to treatment (Wang et al. 2012).

In both studies, the subjects with the higher D2 binding in the striatum and higher dopa-
mine release showed less impulsive behavior and chose the larger, delayed reward (treatment) 
over a smaller, immediate reward (drug use). In fact, both studies showed that the subjects who 
responded to treatment did not differ from matched controls. Thus, substance-use-disordered 
subjects with intact dopamine transmission were able to expand effort to obtain the larger goal, 
which was their pursuit of recovery from addiction.

Conclusion

Imaging studies in humans as well as animal models have helped in understanding the neuro-
biological effects of cocaine and identify substrates of cocaine, and by proxy, other addictions. 
Cocaine use induces a massive increase in extracellular dopamine in the mesoaccumbens and 
nigrostriatal pathways, an effect that is likely to enhance the rewarding properties of cocaine. 
This leads to the abnormal consolidation of distinct learning processes that depend on intercon-
nected striatal subdivisions, and facilitates the transition from a recreational use to a substance 
use disorder. Imaging data in humans clearly demonstrate that addiction to cocaine is associated 
with long-lasting modifications of the dopaminergic transmission and more particularly with a 
decrease in dopamine release and D2 receptor availability in the striatum. Surprisingly, despite 
the extensive characterization of the molecular and cellular mechanisms responsible for the 
induction of cocaine-induced neuronal alterations and addictive-like behaviors in animal mod-
els, little is known about their precise role for long-lasting behavioral adaptations induced by 
cocaine. More importantly, there is a lack of evidence for a possible reversibility or prevention 
of these changes, which would be candidate targets for treatment therapies.

Abbreviations

Positron Emission Tomography (PET); Single Photon Emission Computed Tomography 
(SPECT); Dopamine type 2 receptor (D2); Binding Potential (BP); Gamma-Aminobutyric acid 
(GABA); Per Os (PO); Intravenous (IV).
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Introduction

The placebo effect is a psychobiological phenomenon whereby treatment cues trigger improve-
ment. While traditionally viewed as a nuisance variable to be controlled for, the past three dec-
ades have seen a surge in interest in the placebo effect in light of some remarkable clinical and 
laboratory discoveries that have demonstrated its potential power to improve patient outcomes.

Many attempts have been made to conceptualize the placebo effect and most of the research 
on placebos has focused on expectations and learning as the two main factors involved in 
placebo responsiveness. Expectations are representations of future outcomes, and are held by 
each individual about his or her own emotional and physiological responses. Expectations are 
unlikely to operate alone and several factors have been identified and described, such as mem-
ory, motivation and meaning of the illness experience. There could be at least two ways by 
which positive expectation can lead to clinical improvement: modulation of anxiety and activa-
tion of reward mechanisms (Benedetti 2014). On the other hand, learning mechanisms, such as 
behavioral conditioning and social learning, are also crucial. For example, the previous expo-
sure to a biologically effective treatment leads to substantial placebo responses that are capable 
of mimicking the pharmacological action of the previously administered active drug (Colloca 
and Benedetti 2006).

It is important to point out that expectation and learning are not mutually exclusive, since 
learning can lead to the reinforcement of expectations or can even create de novo expectations. 
Specifically, in light of a reinterpretation of conditioning in cognitive terms, a conditioning 
procedure would lead to the expectation that a certain event will follow another event, and this 
would occur on the basis of the information that the conditioned stimulus provides about the 
unconditioned stimulus (Kirsch et al. 2004). Thus, expectation and learning may overlap and 
blend together in a number of different conditions, and may represent two sides of the same 
coin. In line with this concept, Colloca and Miller (2011) point out that the placebo effect can 
be conceived as a learned response: various types of cues (verbal, conditioned, and social) trigger 
expectancies, which, in turn, generate placebo effects.

Expectation, reward and conditioning have also been shown to modulate the reinforc-
ing effects of drugs of abuse, with reward being of crucial importance. For example, in drug 
abusers, responses to a drug are more pleasurable when subjects expect to receive the drug 
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than when they do not (Kirk et al. 1998). Also, the ability of drugs to increase the release 
of dopamine in the nucleus accumbens, an effect associated with their reinforcing value, 
is larger when animals are given cocaine in an environment where they had previously 
received it – and therefore expected it – rather than in an environment where they had not 
(Duvauchelle et  al. 2000). Similarly, cocaine-induced changes in regional brain metabo-
lism differ when animals self-administer cocaine from when administration is involuntary 
(Graham and Porrino 1995).

By taking all these things into account, it is not surprising to find placebo effects related to 
reward mechanisms in different types of addiction. In this review, we first outline what is cur-
rently known about the neurobiology of placebo effects, with particular emphasis on reward 
mechanisms and motivated behaviors, and then focus our attention on some of the most signifi-
cant studies that uncovered both psychological and biological mechanisms underlying placebo 
and placebo-like effects in addiction.

The neurobiology of placebo effects

Most of our knowledge on the neurobiological mechanisms of the placebo effect comes from 
the field of pain and analgesia. It is well established that placebos modulate pain perception 
through different endogenous neuronal networks. In particular, the activation of the descending 
pain-modulating network from the cerebral cortex to the brainstem and spinal cord has been 
described, with the involvement of opioid, cannabinoid, cholecystokinin (CCK) and dopamine 
systems (Benedetti 2014). What has emerged over the past few years is that while the endog-
enous opioids and endocannabinoids are involved in placebo analgesia in different circumstances 
(Benedetti et al. 2011c), CCK plays a key role in the opposite effect, namely, in nocebo hyper-
algesia (Benedetti et al. 2006). In this latter case, negative verbal suggestions induce anticipatory 
anxiety about the impending pain increase, and this verbally-induced anxiety triggers the activa-
tion of CCK which, in turn, facilitates pain transmission.

The opioid system activated by placebos is the most studied and widely understood. The  
mu opioid antagonist, naloxone, prevents some types of placebo analgesia, thus indicating that 
this system plays a crucial role (Amanzio and Benedetti 1999). By contrast, the CCK-antagonist, 
proglumide, enhances placebo analgesia on the basis of the CCK anti-opioid action (Benedetti 
et al. 1995), and the activation of the CCK type-2 receptors by means of the agonist pentagastrin 
disrupts placebo analgesia (Benedetti et al. 2011a). Thus, the balance between CCKergic and 
opioidergic systems is a key element in placebo analgesia. Moreover, the cerebral cortex and the 
brainstem are affected by the administration of both placebo and the opioid agonist remifentanil, 
thus suggesting a related mechanism in placebo-induced and opioid-induced analgesia (Petrovic 
et al. 2002).

Following the exposure to nonopioid drugs the placebo response is not mediated by mu opioid 
receptors but by the CB1 cannabinoid receptors. Indeed, when the nonopioid drug ketorolac 
is administered for two consecutive days and then replaced with a placebo on the third day, the 
placebo analgesic response is not reversed by naloxone. However, the CB1 cannabinoid recep-
tor antagonist, rimonabant, blocks this placebo analgesic response completely (Benedetti et al. 
2011b). Moreover, the whole lipidic pathway, involving arachidonic acid, endogenous cannabi-
noid ligands (e.g., anandamide), and the synthesis of prostaglandins and thromboxane, seems to 
be important in the modulation of the placebo response in pain. In particular, cyclooxygenase, 
which is involved in prostaglandins and thromboxane synthesis, has been found to be modulated 
by both placebo and nocebo in hypobaric hypoxia headache (Benedetti et al. 2014).
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Many neuroimaging studies have been performed to understand the functional neuroanat-
omy of placebo analgesia (Eippert et al. 2009; Petrovic et al. 2002; Wager et al. 2004; Zubieta 
et al. 2005). A meta-analysis of brain imaging data using the activation likelihood estimation 
method (ALE) identified two distinct phases: the expectation phase of analgesia and the pain 
inhibition phase (Amanzio et al. 2013). During expectation, areas of activation were found in 
the anterior cingulate, precentral and lateral prefrontal cortex, and in the periaqueductal gray. 
During pain inhibition, deactivations were present in the mid- and posterior cingulate cortex, 
superior temporal and precentral gyri, anterior and posterior insula, claustrum and putamen, 
thalamus and caudate body. Overall, many of the regions that are activated during expectation 
are likely to belong to a descending pain inhibitory system that inhibits pain processing.

Dopamine has also been found to be involved in placebo responses in both pain and 
Parkinson’s disease. Indeed, there is extensive evidence for a prominent placebo effect in 
Parkinson’s disease, which makes this motor disorder an excellent model to better investigate 
and understand placebo responses (Benedetti 2014). Differently from placebo analgesia, where 
an increase in dopamine binding to D2/D3 receptors and in opioid binding to μ-receptors 
occurs in the nucleus accumbens, in nocebo hyperalgesia a decreased binding to the same 
receptors is observed (Scott et  al. 2008). Likewise, dopamine receptors are activated in both 
ventral (nucleus accumbens) and dorsal striatum when a placebo is administered to patients with 
Parkinson’s disease (de la Fuente-Fernández et al. 2001, 2002). Dopaminergic activation in the 
nucleus accumbens in both pain and Parkinson’s disease suggests that reward mechanisms could 
play an important role across different conditions.

Expectation and reward in placebo effects

From a neuroscientific point of view, expecting a future event may involve several brain mecha-
nisms aimed at preparing the body to anticipate that event. For example, expectations may 
induce changes through reward mechanisms, which ensure future reward acquisition. These 
mechanisms are mediated by the mesolimbic dopaminergic system that has been found to 
be active in a number of reward-seeking behaviors. The general organization of this system 
involves the ventral tegmental area that sends dopaminergic projections to the nucleus accum-
bens (ventral striatum) as well as to other regions, such as the amygdala.

For almost a half-century, it has been shown that striatal dopamine is a crucial component 
of reward and reward-based learning and, in turn, the nucleus accumbens serves as a hub of the 
brain’s reward pathways and plays a central role in selecting adaptive, motivated behavior (Sesack 
and Grace 2010). The reward system is activated by hunger, sex, electrical self-stimulation, 
and drug self-administration. Even though all these behaviors are present in both animals and 
humans, it is worth noting that there are reward-seeking behaviors that are typical of human 
beings, such as monetary reward, that typically activate the mesolimbic dopaminergic system 
(Scott et al. 2007). Motivated behavior that aims to suppress discomfort from sickness and to 
seek clinical improvement can be approached within the context of motivation/reward mecha-
nisms as well (Benedetti 2010). There is compelling experimental evidence that the mesolimbic 
dopaminergic system is activated when a subject expects therapeutic benefit. Most, if not all, of 
this evidence comes from the placebo literature, particularly from pain and Parkinson’s disease.

For example, in 2001 de la Fuente-Fernández et al. (2001) conducted the first brain imag-
ing study of the placebo effect by means of positron emission tomography. These research-
ers assessed the release of endogenous dopamine by using raclopride, a radiotracer that binds 
to dopamine D2 and D3 receptors and competes with endogenous dopamine. In this study, 
Parkinsonian patients were aware that they would be receiving an injection of either active 



The neurobiology of placebo effects

395

drug (apomorphine, a dopamine receptor agonist) or placebo (a subcutaneous injection of saline 
solution that the patient believed to be apomorphine), according to classical clinical trial meth-
odology. After placebo administration, it was found that dopamine was released in the striatum, 
corresponding to a change of 200% or more in extracellular dopamine concentration and com-
parable to the response to amphetamine in subjects with an intact dopamine system. Although 
in the studies by de la Fuente–Fernández et  al. (2001, 2002) all patients showed dopamine 
placebo responses, only half of them reported concomitant motor improvement. These patients 
released larger amounts of dopamine in the dorsal motor striatum (putamen and caudate), sug-
gesting a relationship between the amount of dorsal striatal dopamine release and clinical ben-
efit. Instead, this relationship was not present in the ventral striatum, namely in the nucleus 
accumbens, in which all patients showed increased dopamine release, irrespective of whether 
they perceived any improvement. Accordingly, the investigators proposed that the dopamine 
released in the nucleus accumbens was associated with the patients’ expectation of improvement 
in their symptoms, which could in turn be considered a form of reward.

In order to determine to what extent the strength of expectation of clinical improvement 
would influence the amount of striatal dopamine release after placebo administration in patients 
with Parkinson’s disease, Lidstone et  al. (2010) manipulated patients’ expectations by telling 
them that they had a probability of 25%, 50%, 75%, or 100% of receiving active medication 
when they in fact received a placebo. Significant dopamine release occurred when the declared 
probability of receiving active medication was 75%, but not for other probabilities. Whereas 
response to prior medication was the major determinant of placebo-induced dopamine release 
in the dorsal motor striatum, expectation of clinical improvement was additionally required to 
drive dopamine release in the ventral striatum. Therefore, the strength of belief of improvement 
can directly modulate dopamine release in Parkinsonian patients, and this emphasizes the impor-
tance of uncertainty and/or salience both in the design of clinical trials and in clinical practice.

In line with these previous brain imaging studies, in which an involvement of the ventral stria-
tum was found after placebo administration, in 2002 another brain imaging study was carried out 
(Mayberg et al. 2002) to measure changes in brain glucose metabolism in male patients with uni-
polar depression who were treated with either placebo or fluoxetine for six weeks. Common and 
unique responses were described. In fact, both placebo and fluoxetine treatment induced regional 
metabolic increases in the prefrontal, anterior cingulate, premotor, parietal, posterior insula, and 
posterior cingulate, while metabolic decreases were observed in the subgenual cingulate, parahip-
pocampus and thalamus. Fluoxetine response, however, was associated with additional subcortical 
and limbic changes in the brainstem, striatum, anterior insula, and hippocampus, sources of effer-
ent input to the response-specific regions identified with both agents. Interestingly, there were 
unique ventral striatal and orbital frontal changes in both placebo and drug responders at one week 
of treatment, that is, well before the clinical benefit could be seen. Therefore, these changes seem 
to be associated with expectation and anticipation of the clinical benefit. It is also worth noting 
that such changes were seen neither in the eventual drug nonresponders nor at six weeks when 
the antidepressant response was well established (Mayberg et al. 2002; Benedetti et al. 2005).

Placebo and placebo-like effects in addiction

Many drugs of abuse act at the level of the mesolimbic dopaminergic system and, as already 
pointed out, this system represents the neurochemical grounding of addiction. For example, 
nicotine acts at the level of the ventral tegmental area, whose dopaminergic neurons also express 
cholinergic nicotinic receptors, whereas cocaine acts on the nucleus accumbens, prolonging 
dopaminergic activity (Wise 1996; Benedetti 2010).
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In humans, stimulants (Drevets et al. 2001), nicotine (Brody et al. 2009), alcohol (Boileau 
et al. 2003), and marijuana (Bossong et al. 2009) increase dopamine release in the dorsal and 
ventral striatum, which is consistent with animal studies showing that most drugs of abuse 
increase dopamine release from the presynaptic neurons in the striatum, regardless of their pri-
mary mechanism of action (Di Chiara and Imperato 1988). In addition, some of these studies 
have reported that participants who display the greatest dopamine increases with the drug also 
report the most intense “high” or “euphoria” experiences (Volkow et al. 1996; Drevets et al. 
2001; Volkow et al. 2003a).

Today we know some mechanisms, both psychological and biological, underlying placebo 
and placebo-like effects in addiction. Indeed, in light of what we have described in the previ-
ous sections, it is not surprising to find placebo effects that are related to reward mechanisms in 
different types of addiction.

In a study, the effects of methylphenidate on brain glucose metabolism have been analyzed 
in cocaine abusers in different conditions by adopting a “balanced placebo design:” in one con-
dition, cocaine abusers expected to receive the drug and indeed received the drug; in a second 
condition, they expected to receive a placebo but actually received the drug; in a third condi-
tion, they expected to receive a placebo and indeed received placebo; in a fourth condition, 
they expected to receive the drug but actually received placebo (Volkow et al. 2003b). The 
increases in metabolism were about 50% larger, particularly in the cerebellum and the thala-
mus, when methylphenidate was expected than when it was not. By contrast, methylphenidate 
induced larger increases in the left lateral orbitofrontal cortex when it was unexpected compared 
with when it was expected. In addition, the self-reports of “high” were also 50% greater when 
methylphenidate was expected than when it was not. Volkow et al. (2003b) also found a corre-
lation between the subjectively reported “high” and the metabolic activity in the thalamus, but 
not in the cerebellum. This study strongly suggests that expectations enhance the drug effects 
and that the thalamus may mediate this kind of drug enhancement, whereas the orbitofrontal 
cortex mediates the unexpected response to the drug.

Using again the balanced placebo design, the same authors repeated the experiment in 
non-drug-abusing subjects (Volkow et al. 2006). It was found that methylphenidate-induced 
metabolism decreases in the striatum were larger when the subjects expected the stimulant 
than when they did not. The effect of expectation in these non-drug-abusing subjects differs 
from that of cocaine abusers, in whom expectation enhanced both methylphenidate behavioral 
effects and methylphenidate-induced increases in thalamic and cerebellar metabolism (Volkow 
et al. 2003b). Failure to see such an effect of expectation in non-drug-abusing subjects suggests 
that the enhanced thalamic and cerebellar responses in cocaine abusers reflected conditioned 
responses. In addition, it was found that the effect of expectation in non-drug-abusing sub-
jects affected their responses to placebo: when they expected to receive methylphenidate, but 
actually received a placebo, increases in the ventral cingulate gyrus and in the nucleus accum-
bens were found. Because subjects were told that methylphenidate could be experienced as 
pleasant, unpleasant or devoid of subjective effects, these results suggest that activation of the 
ventral cingulate gyrus and the nucleus accumbens after placebo administration reflects both 
the expectation and the uncertainty around the effects of a novel stimulus, regardless of it 
being rewarding or not. Thus, expectation needs to be considered as a variable modulating 
the reinforcing and therapeutic effects of drugs even in subjects who have no prior experience 
with the drug itself.

In a more recent study, Looby and Earleywine (2011) showed that expectation to receive 
methylphenidate enhances subjective arousal rather than cognitive performance. On one visit 
subjects orally ingested what they believed to be methylphenidate, though actually a placebo, 
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and on the other visit they received no medication. The control group received no medica-
tion on either visit. During the administration visit, experimental participants, compared with 
the control subjects, reported feeling significantly more high and stimulated than in the non-
administration visit. However, there were no differences in cognitive enhancement between 
visits or groups, which indicates that in this condition placebos affect mood but not cognition.

Smoking is another good example of how both pharmacological and nonpharmacologi-
cal factors are at work in tobacco dependence. Although nicotine is necessary for maintaining 
tobacco dependence, it is generally not sufficient. In fact, despite the fact that nicotine replace-
ment therapy is capable of delivering as much nicotine as a cigarette (and almost as rapidly), 
many smokers relapse to smoking (Perkins et al. 2003). In one study using the balanced placebo 
design to investigate smoking placebo effects, briefly abstinent smokers were given a stressor 
(embarrassing speech) while receiving a nicotine or denicotinized cigarette, along with verbal 
instructions about its content (“told nicotine” or “told no nicotine”) (Juliano and Brandon 
2002). The researchers found an interaction of instructions and nicotine on craving: smok-
ers who received denicotinized cigarettes and were told there was nicotine inside reported a 
decrease in smoking urge after smoking the cigarette. Conversely, smokers who received nico-
tine cigarettes reported a decrease in urge, regardless of what they were told. Therefore, accord-
ing to this study, expectations of getting nicotine-induced placebo responses when placebo 
cigarettes were smoked, but expectations of receiving denicotinized cigarettes did not reduce 
the pharmacological effect of nicotine.

In a subsequent study with the balanced placebo design, in which low/high dose nicotine 
instructions were used, Perkins et al. (2004) found that expectations affected both denicotinized 
and nicotine cigarettes. In other words, expecting high-dose nicotine but getting a denicoti-
nized cigarette induced placebo effects, whereas expecting a denicotinized cigarette but receiv-
ing a high dose reduced the effects of nicotine. Interestingly, according to Perkins et al. (2004), 
verbal instructions did not affect craving and withdrawal but only the number of puffs earned for 
those smokers who were given low nicotine, thus indicating that verbally induced expectations 
may affect only some responses to smoking.

Sensory cues including the sight and smell of smoke and handling of a cigarette have also 
been found to relate to placebo and placebo-like effects. For example, reduction in liking, satis-
faction, and self-administration has been described after local anesthesia of the respiratory path-
ways (Rose et al. 1985) and blockade of olfactory and visual cues (Baldinger et al. 1995). This 
evidence suggests that salient sensory cues alone, during the consumption of a denicotinized 
cigarette, can produce substantial craving and withdrawal relief.

It is also worth mentioning the importance of placebo and expectation effects in the context 
of classical clinical trials. In a trial of nicotine replacement treatment for smoking reduction, 
smokers were randomly assigned to receive nicotine, matching placebo products, or no inter-
vention. After six months, participants were asked to guess which group they were believed to 
belong to (either nicotine or placebo). Regardless of the actual treatment received, smokers who 
believed they had received nicotine had significantly better outcomes than those who believed 
they had received the placebo (Dar et al. 2005).

Contrary to what should be expected, there is no clear-cut evidence of placebo and  
placebo-related effects in alcohol abuse. Placebo effects are most consistently found in studies on  
alcohol-induced sexual arousal (George and Stoner 2000), but there is only modest evidence 
to support powerful placebo effects across different domains of social behavior. There may be 
several explanations for this phenomenon. For example, subjects who received placebo usually 
report that they consumed alcohol but do not typically report feeling as intoxicated as those 
who received alcohol (Maisto et al. 2002). Therefore, the alcohol and the placebo conditions 
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may not be as equivalent as researchers would like to believe. In other words, it is often difficult 
to manipulate verbal instructions and to deceive subjects in the setting of alcohol consumption. 
Within the context of the balanced placebo design, it has been proposed to replace the drug/no 
drug instructions with the high/low dose instructions, in order to make the instructions more 
credible (Ross and Pihl 1989; Martin and Sayette 1993). Nonetheless, some studies indicate that 
expectations do play a role in the response to alcohol. Even when subjects receive the same dose 
of alcohol and attain the same blood alcohol concentration, some people show a high degree of 
impairment whereas others show little or none. This interindividual variability may in part be 
due to different drinkers’ expectations about the alcohol effect. In fact, studies of alcohol effects 
on motor and cognitive performance have shown that those drinkers who expect the least 
impairment are actually least impaired while those who expect the most impairment are mostly 
impaired after alcohol consumption (Fillmore and Vogel-Sprott 1995). The more recent study 
of the US National Institute on Alcohol Abuse and Alcoholism, called COMBINE (Combining 
Medications and Behavioral Interventions), examined 1,383 alcohol-dependent patients. They 
found a significant placebo effect related to pill intake and meeting a healthcare professional. 
Contributing factors to the placebo response were the repeated advice to attend Alcoholics 
Anonymous and the optimistic view of medication effects (Weiss et al. 2008).

Conclusions

Placebo responses and expectations appear to be of crucial importance when associated with 
the effects of different drugs of abuse. Advances in neuroimaging and the use of the “balanced 
placebo design” have significantly increased our understanding of the neurobiology of placebo 
and placebo-like effects in addiction. A future challenge of placebo research will be to better 
characterize the neuronal circuits in charge of top-down control. In fact, restoring the proper 
function of these circuits could represent a crucial factor in the management of addiction and/
or its symptoms, like craving. Furthermore, disentangling the effects of drugs of abuse from the 
associated placebo effects may allow clinicians to maximize therapeutic outcomes in the context 
of medical practice and minimize placebo responses in the setting of clinical trials.
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BRAIN MECHANISMS AND  
THE DISEASE MODEL OF 

ADDICTION
Is it the whole story of the addicted self? A 

philosophical-skeptical perspective

Şerife Tekin

Introduction

Contemporary scientific and philosophical debates on addiction center on two models. In the 
brain disease model, drug addiction is a “chronic and relapsing brain disease that results from 
the prolonged effects of drugs on the brain” (Leshner 1997: 45). In contrast, the self or person 
model individuates addiction in folk psychological terms, as a kind of behavior marked by 
the repeated use of a drug of choice (DoC) and the difficulty involved in quitting (Satel and 
Lilienfeld 2013; Flanagan 2013a; Tekin et al. 2017). On the one hand, the brain disease model 
promotes cellular-level understanding, painting the addict as a biological organism. It takes 
seriously recent advances in brain imaging methods and the increased sophistication in the 
neuroscientific modeling of the brain’s reward system—the mesolimbic dopamine system—and 
promotes pharmaceuticals to target and rebalance the chemical anomalies in it. On the other 
hand, the self model sees the addict as a person or intentional system (Dennett 1971) who acts 
according to beliefs and desires and responds to complex historical, environmental, and inter-
personal aspects of life. It points to the personal-socio-cultural markers of addiction and pro-
motes social, psychological, and behavioral intervention strategies, e.g., encouraging the addict 
to change the interpersonal environment that triggers and perpetuates addictive behavior, to 
receive intensive psychotherapy, to cultivate meditation, and so on.1

Although each model accepts the validity of the other, to a certain point, there is a prima facie 
tension between them. The brain disease model acknowledges the environmental, social, and 
cultural factors in the development of addiction, but its proponents often favor neuroscientific 
work in lieu of other research paradigms, e.g., social sciences and cognitive sciences. The self 
model acknowledges the importance of the cellular-level understanding of addiction, but its 
adherents warn of the dangers of neuro-enthusiasm (Satel and Lilienfeld 2013), i.e., the over-
promotion of scientific and clinical approaches to target the person. In this chapter, I propose 
using Ken Schaffner’s framework for thinking about reductionism in science (Schaffner 2013) 
to resolve the issue. In this framework, the brain disease model moves in the direction of what 
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Schaffner calls “sweeping reductionism,” with the self model moving towards “creeping reduc-
tionism.” Because of the virtues of creeping reductionism, I argue the self model has more 
promise for addiction research.

I start the chapter with a brief overview of Schaffner’s framework for reduction in science, 
describing his notions of “sweeping” and “creeping” reductionism. I apply this framework to 
the brain disease and the self models, noting the epistemic advantages of committing to the 
latter. In my analysis, I draw on scientific research and clinical work on addiction; to this I 
add first-person accounts of those influenced by addiction, a seldom used but rich resource 
(Tekin 2016).

Reductionism in science and psychiatry

A common debate among scientists and philosophers is whether human sciences, such as psy-
chology and psychiatry, involve phenomena distinct from those targeted in the physical sci-
ences. According to reductionism, target phenomena in human sciences are only prima facie 
distinct from those in the physical sciences, lending themselves to explanation or even replace-
ment by phenomena in the physical and chemical sciences. In this respect, mental disorders can 
be reduced to phenomena in physics and chemistry.

For Schaffner, reductionism exists on a spectrum. On the one extreme, human phenomena 
“are nothing but aggregates of physicochemical entities,” a view he labels “sweeping reduction-
ism” (Schaffner 2013: 1003). For “sweeping” reductionists, “there is a theory of everything” 
and “there is nothing but those basic elements—for example, a very powerful biological theory 
that explains all of psychology and psychiatry” (Schaffner 2013: 1003). At the other extreme is 
“creeping reductionism” (Schaffner 2013). A “creeping” reductionist will argue that the dif-
ferent models of the target phenomena—in this case addiction—provide fragmentary explana-
tions that must be combined for a fuller understanding. In Schaffner’s view, a full commitment 
to sweeping reductionism is impossible, except perhaps as a metaphysical claim. Furthermore, 
sweeping reductionism has little value in the biological and psychological sciences.

The brain disease model leans towards a sweeping reductionist commitment, if not fully 
embodying it, and this is cause for concern. Creeping reductionists, for Schaffner, do not typi-
cally commit to a nothing-but approach in scientific explanations. Rather, they embrace a 
pragmatic and pluralistic parallelism, working at several levels of aggregation and discourse at 
once. Insofar as the self model I discuss here proposes to work on addiction at different lev-
els (ranging from cellular and molecular, to individual and social) simultaneously, it embodies 
creeping reductionism and is, thus, a scientifically and clinically resourceful approach, enabling 
cross-fertilization across different levels.

The brain disease model of addiction

In the brain disease model, all drugs of abuse have common direct or indirect effects on a sin-
gle pathway in the brain—the brain’s reward system, i.e., the mesolimbic dopamine system. 
(Leshner 1997).2 The mesolimbic dopamine pathway is individuated at the molecular, cellular, 
structural, and functional levels; it extends from the ventral tegmentum to the nucleus accum-
bens, with connections to such areas in the brain as the limbic system and the orbitofrontal 
cortex (Hyman 1996; Ortiz et  al. 1995). It is associated with motivation, decision-making, 
and inhibitory control and is thought to be a key detector of rewarding stimuli, as it controls 
responses to natural rewards such as food, sex, and social interactions. According to the disease 
model, drugs interact with the mesolimbic pathway to produce addictive effects and “reset” the 
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brain’s reward system by causing sharp increases in the release of dopamine (Volkow et al. 2016; 
Di Chiara 2002). Such increases elicit a reward signal that triggers associative learning, leading 
individuals to associate certain stimuli with the drug use, e.g., the environment of drug taking, 
persons with whom it has been taken, etc. These environmental cues may all trigger craving for 
and use of the drug. Such conditioned responses become deeply ingrained, often lasting long 
after use has stopped.

Though there is no scientific consensus on the matter, for some scientists the activation of 
the brain’s reward system is significantly different from that associated with natural rewards, 
such as food, sex, and social relationships (Wise 2002).3 Dopamine cells stop firing after repeated 
consumption of a “natural reward,” satiating the drive to continue, but addictive drugs cir-
cumvent the natural satiation and continue to directly increase dopamine levels (Wise 2002). 
Accordingly, compulsive behaviors are more likely to emerge when people use drugs than when 
they pursue a natural reward (Volkow et al. 2016).

A well-known metaphor for the disease model is the broken switch (Leshner 1997). Drug 
use begins as a voluntary behavior, “but when that switch is thrown, the individual moves into 
the state of addiction, characterized by compulsive drug seeking and use” (Leshner 1997: 46). 
Put otherwise, addiction is a consequence of fundamental changes in brain function, and the 
goal of treatment must be either to reverse or to compensate for those brain changes, through 
pharmaceuticals or behavioral treatments (Leshner 1997). Elucidation of the biology underly-
ing the metaphorical switch is seen as the key to the development of more effective treatments, 
particularly anti-addiction medications.

It would be unfair to characterize the brain disease model as fully embodying a sweeping 
reductionist framework according to which addiction is “nothing but” anomalies in the brain’s 
dopamine system, as its proponents acknowledge the importance of social and environmental 
factors in its development. That said, however, the brain disease model leans towards a “sweep-
ing reductionist” framework insofar as it promotes research into the neurobiology of addiction 
and does not offer an explicit framework for investigating the social and environmental factors 
contributing to addiction. A case in point is the National Institute of Mental Health (NIMH)’s 
Research and Domain Criteria (RDoC) initiative, i.e., its development of an alternative to 
the DSM-5 in guiding research for mental disorders. It does not fund research projects unless 
they explicitly analyze the neurobiology of mental disorder (Vaidyanathan 2016, personal com-
munication). It encourages research programs that advance initiatives to find pharmaceuticals 
to target and rebalance the neurobiological breakdown in the brain. An exclusive focus on the 
neurobiology of addiction discourages alternative initiatives, including, for instance, research 
into the relationship between homelessness and addiction or intervention strategies involving 
housing programs for the homeless.

Critics have voiced a number of concerns with the brain disease model. One is that brain 
chemistry is plastic and responds to more than simply repeated drug use; a wide range of factors 
come into play, including changes in the physical and social environment. Arguably, therefore, 
anomalies in the brain’s reward system that contribute to the development of addictive behavior 
can be corrected not only by anti-addiction medications but also by psychological and behav-
ioral interventions (Satel and Lilienfeld 2013). Another, perhaps more important, limitation 
is the model’s apparent lack of focus on the complexity and multi-aspectuality of the lives of 
individuals with addiction, despite the need to develop clinically effective strategies for recovery 
(Tekin et al. in press). This implies that the brain is the most important and useful level of analy-
sis for understanding and treating addiction, even though drug use and abuse do not emerge in 
a vacuum independent of an individual’s history, interpersonal relationships, socio-economic 
status, etc., and its successful treatment requires targeting and analyzing these dimensions. For 
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example, addictive behavior only affects people who have sufficient access to drugs to abuse, 
and this might be relevant to understand the demographics of the population with a drug abuse 
problem. Furthermore, the individual reasons people start drug use, e.g., to remedy shyness in 
social contexts, to cope with a dysfunctional relationship, to adopt the social expectations of 
a particular group, etc., are as important in understanding addiction as are the neurochemical 
underpinnings.

In short, the personal, social, and cultural context of addiction is as equally important as the 
neurobiology of addiction, and the brain disease model does not easily lend itself to the study of 
the former. Despite the general recognition of the importance of these factors, the conceptual 
and empirical frameworks for studying addiction continue to target the brain mechanisms, at the 
expense of a conceptual and empirical framework that benefits from person-level understand-
ing, using resources, say, from cognitive psychology, sociology, anthropology, etc. A plethora 
of treatment strategies that go beyond drug-related interventions thus remain under-explored. 
Scientific psychiatry may be missing valuable opportunities to study the complex factors that 
contribute to the development of addiction and other mental disorders.

The self model of addiction

As noted above, the self model considers addiction a person-level phenomenon; it represents 
addiction in reference to an individual’s personal history, socio-economic status, race, gender, 
and other identity-constituting factors, her interpersonal relationships, and her conception of 
herself, in addition to her biological make-up. It differs from the brain disease model in a fun-
damental way: the target of inquiry is the self or the person or the intentional system (Dennett 
1971), not just the brain. In this respect, the self model is “holistic” and aims to explain addiction 
in reference to the full complexity of an individual. In contrast, the brain disease model embod-
ies “smallism” (Wilson 1999), over-emphasizing the building blocks of human bodies, such as 
neurons, and underestimating more integrated and complex phenomena, such as addiction.

The self model takes the self, or the person, to be a dynamic, complex, relational configu-
ration with a more or less integrated cluster of person-level properties (Tekin et al. in press; 
Neisser 1988; Jopling 2000; Thagard 2014; Bechtel 2008; Tekin 2014, 2015). Under what I 
previously called the multitudinous self view (Tekin 2014), the self is individuated and empiri-
cally tractable—using the resources provided by cognitive, developmental, social, and biological 
psychology—through five different but complementary dimensions: (1) the ecological aspect of 
the self, or the embodied self in the physical world, which perceives, acts, and interacts with the 
physical environment; (2) the interpersonal aspect of the self, or the self embedded in the social 
world, which constitutes and is constituted by inter-subjective relationships; (3) the temporally 
extended aspect of self, or the self in time, grounded in memories of the past and anticipation 
of the future; (4) the private aspect of the self, which is exposed to experiences available only 
to the first person and not to others; (5) the conceptual aspect of the self, which represents the 
self to that individual by drawing on her properties or characteristics and the social and cultural 
context to which she belongs.4 The different aspects of the self connect the individual to her-
self and to the physical, social, and cultural environment in which she is situated. A condition 
such as addiction affects each dimension of the self, and the more-or-less integrated unity of all 
dimensions.

Because each aspect is experienced from the first-person point of view and can also be 
tracked from third-person points of view, the model can represent addiction phenomenologi-
cally, empirically, and conceptually. To clarify, let me start with the ecological dimension of the 
multitudinous self. It represents the individual’s embodiment in the physical world, including 
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her biological features, genetic make-up, and the constraints of her body. In this sense, the 
ecological dimension is specified by the body, the physical conditions of a particular environ-
ment, and the active perceptual exploration of and response to these conditions. This particular 
aspect of the multitudinous self tracks addictive behavior in a number of ways. First, there is 
something going on in the body—in the central nervous system, brain cells, brain’s reward sys-
tem, hormones, genes, etc.—of an individual when she becomes addicted to a certain drug. As 
discussed in the previous section, recent work on the brain’s mesolimbic dopamine system, on 
which the brain disease model is grounded, indicates correlations between addictive behavior 
and dopamine activity (Nestler 2013). We cannot dismiss such findings; nor should we wish 
to, and future research should shed more light on the connections. Second, the symptoms of 
withdrawal can be traced through the ecological dimension. The addict’s hands shake. She gets 
anxious, restless, and irritable. She wakes up in the middle of the night with nausea or wanting 
the DoC. In a worst-case scenario, she has delirium and hallucinations. This continues until she 
takes the DoC.

The manifestation of addiction in the ecological dimension of the self is not only accessible 
through a first-person perspective (the addict herself) but also through the third-person perspec-
tive (e.g., scientists who study her behavior, brain, hormones, genes, interpersonal relationship, 
childhood, socio-economic class, etc., and clinical practitioners, including doctors, nurses, social 
workers, etc.). The addict experiences the craving; her partner observes her restlessness, anger 
and frustration in the absence of the DoC; her psychotherapist notices she is more tense and 
quieter than usual; scientists gather evidence about the level of the DoC in her blood; social 
workers try to help her get connected to communities where she can find fulfillment and flour-
ish. Knowledge of the ecological aspect of the self can and does facilitate a number of effective 
(albeit limited) interventions. For example, through cognitive behavior therapy, an addict may 
learn self-monitoring to recognize cravings early, identify situations putting her at risk, develop 
strategies for coping with cravings—sometimes with the support of medications—and avoid 
high-risk situations (Carroll and Onken 2005).

Now consider the intersubjective aspect of the self, the part handling the “species-specific 
signals of emotional rapport and communication between the self and other people” (Neisser 
1988: 387; Bechtel 2008). Through intersubjectivity, an individual begins the interpersonal 
relationships of care and concern through which her identity is formed, then enriched or 
impoverished, depending on the level and the kind of care she receives. This aspect of the self 
tracks addictive behavior patterns in multiple ways. First, forms of addictive behavior in the 
consumption of the DoC progress in a particular kind of social environment. For example, in 
a lifestyle Flanagan calls “the male life of public and gregarious heavy drinking,” “social drink-
ing” is widely encouraged and becomes the context through which individuals socialize in 
their professional lives to talk “business” (Flanagan 2013b: 870). Over time, drinking becomes 
the sole reason to take part in these events, not business. Second, the kind and the quality of 
an individual’s interpersonal relationships are major factors in the development of addictive 
behavior. Individuals with addiction often have a complex history of family relationships. Being 
subjected to physical or sexual abuse as a child is strongly linked to addiction (Marcenko et al. 
2000; Langeland et al. 2002). Sometimes people are in relationships they do not want to be in, 
and intoxication becomes an easy escape. It ultimately becomes a problem on its own, however, 
harming not only the self, but others (Graham 2013).

Tracking the intersubjective dimension of the self may provide explanations of why a person 
becomes and stays addicted. At the same time, it may facilitate the development of effective 
interventions. If a particular lifestyle is enabling addiction, as in the “male life of public and 
gregarious heavy drinking,” interventions could include helping the individual change his social 
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environment. Other forms of interventions include helping him get rid of a relationship causing 
distress or develop more effective coping strategies.

The temporally extended aspect of the self also tracks addiction. This aspect individuates the 
person in time; she is shaped by her experiences and memories of the past and her anticipation of 
the future. The development of addiction over time may take many different trajectories, but there 
are some commonalities. A drug is sampled first, often with no intention of making it a regular 
activity. There is no fear of the harm that may ensue. It is found to be enjoyable, invites further 
consumption, and becomes increasingly frequent. At some point, the individual may notice the 
behavior is harmful and contradicts her vision of her future self. She may recognize the necessity of 
not using the DoC to realize her goals, and this may help her stop the addictive behavior.

Understanding the temporal dimension of the self may facilitate an understanding of how 
and why people get addicted, e.g., what kind of developmental environment contributes to the 
development of addictive behavior, and why they have difficulty keeping their promises to them-
selves and others, e.g., growing up in families where people have not kept promises. The study 
of this aspect of the self may facilitate the development of effective interventions. The ability to 
recognize temporal extendedness is already used as a resource in cognitive behavior therapy when 
patients are taught stimulus control strategies, for example. In this type of therapy, addicts learn to 
avoid situations associated with drug use and to spend more time in activities incompatible with 
drug use. They learn to practice “urge control” by recognizing and changing the thoughts, feel-
ings, and plans that lead to drug use. Patients’ past attempts and failures are used as a benchmark 
to customize therapy (Azrin et al. 1994).

The private aspect of the self traces the individual’s conscious awareness of felt experiences—
what William James takes to be uniquely ours (James 1890). The private aspect of the self is 
not phenomenologically available to anyone else (e.g., feelings of pain or disappointment) but, 
with the help of language, it can be communicated (Bechtel 2008: 260). Addiction is traceable 
in the private aspect of the self, including the felt experience of being addicted, cravings for the 
DoC, the distress of not using it when consumption is delayed, and regrets about consuming 
it despite resolves to the contrary. It is extremely difficult for others, e.g., caregivers, clini-
cians, etc., to appreciate the complexity of the various phenomena experienced by the addict. 
However, linguistic representations of these experiences, say, when the individual is describing 
what it is like verbally or in writing, provide substantive information, and these data can be used 
for explanations and interventions. Some say the memoirs of addiction are helpful, not only to 
the experts wanting to fathom addiction, but also to the addicts themselves (Flanagan 2013a, 
2013b). They argue the private dimension of the self offers excellent resources to scientifically 
investigate addiction. As we better understand this aspect of the self, we will better understand 
what addiction is and what successful interventions look like.

Last but not least, we have the conceptual aspect of the self. Self-concepts selectively rep-
resent the self to the self. They are the products of the dynamic interaction of the other four 
aspects of the self with the external social and cultural environment. Self-concepts include ideas 
about our physical bodies (ecological aspect), interpersonal experiences (intersubjective aspect), 
the kinds of things we have done in the past and are likely to do in the future (temporally 
extended aspect), and the quality and meaning of our thoughts and feelings (private aspect) 
(Jopling 1997, 2000; Neisser 1988; Bechtel 2008). For instance, an individual’s self-concept as 
a “responsible person” is the product of the intersubjective aspect of her selfhood and of the 
norms of responsibility in the culture of which she is a part. Self-regarding feelings and attitudes, 
such as self-confidence, security, self-esteem, self-respect, and social trust, emerge as she devel-
ops self-concepts and as the different dimensions of the self interact with her social and cultural 
world. Self-concepts are informed by the other four aspects of the multitudinous self and by the 
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individual’s unique embodied experiences in the world (Neisser 1988; Jopling 1997; Bechtel 
2008; Tekin 2011). In turn, self-concepts inform and shape the other aspects of the self.

Self-concepts are also informed by pathologies to which the individual is subjected. For exam-
ple, an addict may develop “self-regarding reactive attitudes of bewilderment, disappointment, 
and shame” about her addiction (Flanagan 2013a: 6). In what Flanagan calls the twin normative 
failure model, a fundamental aspect of addiction is a conflict in the addict’s self-concepts (Tekin 
et al. in press). She suffers from twin normative failures, in that she recognizes (1) she can’t suc-
cessfully moderate or quit the DoC on her own because she fails to “execute normal powers of 
effective rational agency,” and her excess consumption of the drug of (DoC) leads to (2) a failure 
to “live up to the hopes, expectations, standards, and ideals she has for a good life for herself” 
(Flanagan 2013a: 1). In the first kind of failure, she conceptualizes herself, correctly, as unable to 
control her drug abuse. She wants to quit, resolves to take steps that will help her quit, yet fails to 
do so. In the second kind of failure, she conceptualizes herself as a person with multiple roles: e.g., 
professor, friend, daughter, activist. She understands herself as a person through these multiple 
roles, and she has standards for how to play these roles. She has a vision, for instance, of herself 
as a good scholar, or a dedicated human rights activist, or a responsible colleague, etc. However, 
due to her addiction, she is unable to live up to her standards, ideals or aspirations, or to the norms 
of the multiple roles she occupies. The successful negotiation of these roles is part of what it will 
mean for her to be the person she aims to be. In her self-narrative, the addict realizes the meaning, 
worth, and success of her life depend on her not using, but she continues to use. Given the two 
failures, addiction undermines both the rationality of the addict’s life and its goodness. The addict 
is not the person she could or should be; nor is she the person she wants to be.

Self-concepts are also action-guiding (Tekin 2014, 2015). They inform how individuals 
behave and can motivate them to change. In the context of addiction, the formation or altera-
tion of self-concepts will influence future actions. Hopelessness in the face of repeated relapses 
and self-concepts such as being weak-willed may diminish an addict’s ability to quit the addic-
tive behavior. Alternatively, she may express conflict and heightened distress because of a strong 
resolution to quit drinking, especially if she is unable to do so. From this conflict, she may 
be able to redefine her self and enumerate new behavioral goals. She may take a step towards 
change by altering a self-concept and stabilizing a new behavior pattern. Or perceiving herself 
as someone who needs help, she may reach out to the communities of other individuals with 
addiction. The success of Alcoholics Anonymous programs partially owes to this.

Because of their plastic nature, self-concepts offer great opportunities for successful clini-
cal interventions. Clinicians may work towards helping the addict develop more positive and 
resourceful self-concepts, strengthening her self-esteem, as well as her self-control capacities, 
and help her flourish by stopping her use of the DoC. By working with her self-concepts, clini-
cians can motivate her to think, act, and behave in certain ways, expanding her possibilities for 
action (Tekin 2010, 2011, 2014, 2015; Jopling 1997).

The model of the self, as described above, fits easily into a creeping reductionist framework, 
with myriad advantages for psychiatry. Such a model could enhance, for instance, etiological 
psychiatric research using an interventionist account of causality (Woodward 2003), as recently 
applied by Kenneth Kendler (2014). In the interventionist account, factors that are “difference 
makers” are causal in the development of a phenomenon, for example, addiction. As one goal 
of psychiatric research is to unpack the risk factors, i.e., the difference makers (Kendler 2014), 
researchers into mental disorders may be well advised to take a closer look at the different aspects 
of the self. With the interventionist model of causality, we can identify a wide range of etiologi-
cal factors spawning the ecological, interpersonal, temporal, private and conceptual dimensions 
of a phenomenon. If, for instance, empirical data show variations in the socio-economic status 
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of the community are directly associated with variations in the risk of addiction, we can develop 
interventions, e.g., increasing social capital in neighborhoods through community interven-
tions. Another example may be studying addictive behavior through the ecological aspect of the 
self using neuroscientific methods (e.g., the anomalies in the mesolimbic reward system) to see 
if, say, pharmaceutical interventions targeting the dopamine system are the difference makers. 
As the above suggests, we can identify risk factors and, ultimately, reduce rates of addiction by 
studying the multiple dimensions of the self, each of which may specify multiple risk factors.

The self model’s creeping reductionist framework also embraces pragmatic goals of psychia-
try. Researchers and clinicians have diverse interests: sometimes the goal of research is to reveal 
the disease pathways at a molecular level; at other times, the goal is to motivate behavioral and 
habitual changes in a short period in a clinical setting. But different aspects of the multitudinous 
self model can be used for these various purposes by identifying the different research targets.

Another virtue of the self model is that it transcends the deep debate about the relative 
values of explanations in psychiatry grounded in the biological sciences versus those in the 
psychological and social sciences. The multitudinous self model, because it encourages research 
from cellular and molecular levels to cognitive, personal, and social levels, promises substantial 
scientific progress in clarifying the etiology of psychiatric illness by working at diverse levels and 
dimensions. It promotes multiple complementary research programs in psychiatry. Finally, with 
the help of the multitudinous self model, we can reach scientific insights and develop a better 
capacity to make specific interventions, without having to make larger assumptions about the 
relative superiority of biological, psychological, or epidemiological variables.

Conclusion

The self model offers a rich way to understand and address addiction, largely because of its 
creeping reductionist framework. Creeping reductionism is open to pluralistic explanations, 
including the effect on addiction of the various aspects of the self, and encourages the develop-
ment of a diverse portfolio of intervention strategies. It tames unfettered (and unwise) optimism 
about the use of pharmaceuticals to treat addiction, embraces pluralistic approaches, and refuses 
to privilege one explanation over another. It does not deny the efficacy of pharmacological 
treatment methods, but it accepts that, while one individual may benefit from a strictly phar-
macological treatment, another may flourish with person-centered psychotherapy. In brief, the 
notion of creeping reductionism is a conceptually productive way of making sense of addiction, 
with great practical import.

Notes
1 Note that there are different subspecies of the brain disease models and the self models, each offering a 

version of the models discussed in this chapter; for brevity, I discuss only these two.
2 Nora Volkow, current head of the National Institute of Drug Abuse (NIDA), and George Koob, head of 

the National Institute of Alcohol Abuse and Alcoholism (NIAAA), are more cautious than Alan Leshner, 
who was the head of NIDA in 1997. Their arguments are more nuanced; they now write about the “brain 
disease model of addiction.” They refrain from stating directly that addiction is a brain disease and note 
the biological and social factors involved in addiction (Volkow et al. 2016).

3 See Foddy (2011) to see some objections to the argument that the activation of the brain’s reward 
system is significantly different from that associated with natural rewards, such as food, sex, and social 
relationships.

4 For a detailed development of this model, see Tekin (2014); Tekin, Flanagan, Graham (in press); Tekin 
(forthcoming).
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33
THE OUTCASTS PROJECT

Humanizing heroin users through documentary 
photography and photo-elicitation

Aaron Goodman

For decades, many documentary photographers and photojournalists have consistently produced 
stigmatizing images of injection drug users. These images have helped shape the perceptions of 
decision makers and the public about drug users, harm reduction and healthcare for some of the 
most vulnerable people in our society. This chapter focuses on a research study that I conducted 
from 2014 to 2015 involving documentary photography and photo-elicitation aimed at disrupting 
hegemonic representations of chronic heroin users in Vancouver’s Downtown Eastside (DTES).

The impetus for the study was the growing heroin “epidemic” that is sweeping across North 
America (Seelye 2015). Since 2000, the number of deaths related to opioid pain relievers and 
heroin in the US has soared by 200% (www.cdc.gov). This is a shocking rate of increase, which 
is in fact only worsening, largely due to the introduction of fentanyl and carfentanil, both 
extremely powerful synthetic opioids, to the market.

In Canada, 60,000 to 90,000 people are affected by opioid addiction (University of British 
Columbia 2011). Between 2000 and 2010, approximately 200 people died every year from drug 
overdoses in British Columbia (BC) (Bailey 2017), the province that has seen the greatest num-
ber of opioid overdoses in Canada. In 2017, 1,422 people experienced fatal overdoses in BC. 
Across Canada, it is estimated that more than 4,000 people died from opioid-related overdoses 
in the same year (Lupick 2018).

Frontline workers, clinicians, first responders and governments are struggling to respond to 
the surging number of opioid overdoses. Photographers who are documenting the situation are 
helping to raise awareness of the crisis. However, there is a need for photographers to focus on 
people who use drugs in ways that do not further marginalize them. As a visual researcher and 
documentary photographer, I attempted to do this by collaborating with three long-term heroin 
users taking part in North America’s first heroin-assisted treatment program in Vancouver’s 
DTES. It was known as the Study to Assess Long-term Opioid Maintenance Effectiveness 
(SALOME) and was in effect from 2011 to 2015. The clinical trial was led by Providence 
Health Care and the University of British Columbia. It tested whether hydromorphone, a 
licensed orally administered pain medication, also known as Dilaudid, is as effective as injectable 
diacetylmorphine (the active ingredient of heroin) in treating vulnerable and long-term heroin 
users (Providence Health Care n.d.).
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People who are addicted to heroin often receive oral methadone as an opiate replacement. 
However, many individuals with chronic heroin addiction do not sufficiently respond to it. 
Studies have shown that injectable diacetylmorphine has helped heroin-dependent people 
decrease their consumption of illicit drugs, improve their housing situations and reduce home-
lessness. Heroin-assisted treatment has also helped drug users lower their risk of HIV, Hepatitis B  
and Hepatitis C infection, and reduce their engagement in delinquent behavior, leading to 
reduced costs associated with judicial processes (Uchtenhagen 2002).

My goal in this study was to document the daily lives of three SALOME participants and 
help communicate their personal stories to the public and decision makers. I hoped to give 
viewers an opportunity to learn some of the reasons why the participants had started using drugs 
and remain drug dependent. I discovered that on their own, photos are unable to communicate 
the full story of drug users’ lives and that addictions are often connected to hurtful experiences 
and traumas. In order to help amplify the participants’ voices and experiences, I conducted 
photo-elicitation interviews and asked them to express their thoughts about the images I had 
taken. I then paired photos of the participants with their own words in a web-based interactive 
project. I invite you to view The Outcasts Project to see photos of Cheryl, Johnny, and Marie 
and to hear their own voices: www.outcastsproject.com.

I was also motivated to conduct this study because I was concerned when, in October 2013, 
Canada’s former Health Minister Rona Ambrose ruled that diacetylmorphine was a restricted 
substance through the Food and Drug Act. The decision ended her department’s authorization 
of doctors to prescribe diacetylmorphine, which meant SALOME would have to shut down. In 
response, five former SALOME patients launched a constitutional challenge in BC’s Supreme 
Court. Their goal was to overturn the federal government’s regulation of diacetylmorphine. In 
May 2014, the court sided with the plaintiffs. The decision allowed SALOME study participants 
to access ongoing diacetylmorphine treatment after they exited the study. The only requirement 
was that they had to have not sufficiently responded to other treatments and were being treated 
by a physician who had or could make an application to Health Canada to continue receiving 
the drug (Woo 2014).

I was also concerned about the Conservative Party’s rhetoric during the legislative and judi-
cial processes outlined above. The government was encouraging its supporters to back its efforts 
to prevent physicians from “giving heroin to addicts.” It encouraged the public to sign an 
online petition against programs such as SALOME. “If the NDP or Liberals are elected in 2015, 
you can bet they would make this heroin-for-addicts program permanent” (Werry 2015), the 
Conservative government warned.

I was also troubled by many examples of inflammatory and derogatory language that people 
were using to describe heroin users in online comment sections connected to news stories about 
SALOME. Some people were supportive of SALOME. Amidst the heated debate taking place 
online, my impression was that the voices of SALOME participants were not sufficiently being 
heard. I approached Providence Health Care with the idea of producing a photo-based project 
about SALOME participants. The organization was supportive of the concept and granted me 
access to the Crosstown Clinic in Vancouver’s DTES where SALOME was located. Over the 
following days I had informal discussions with several SALOME participants at the clinic and 
I listened to them closely. Many told me that taking part in SALOME had allowed them to 
rebuild parts of their lives after years and often decades of struggle as chronic drug users. Some 
said becoming SALOME participants had allowed them to gain a level of health and stability 
that had permitted them to reconnect with family members whom they had not seen in many 
years. Others said SALOME had enabled them to find jobs and acquire secure housing, often 
after years of being homeless. Many told me SALOME had effectively saved their lives.
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In my conversations with SALOME participants, I explained my intention of producing 
a photo-based project about people taking part in the clinical trial over the course of a year.  
I indicated that my goal was to challenge and shape dominant representations of chronic heroin 
users. Approximately 20 SALOME participants expressed interest in taking part in the pro-
ject. I ultimately invited three participants—Cheryl, Marie and Johnny—to participate in the 
study and they enthusiastically agreed. They told me they have all used heroin for decades and 
have been unable to stop, in spite of repeatedly trying methadone and other treatments. Some 
SALOME participants whom I met with told me that, aside from receiving their treatment at 
the Crosstown Clinic three times a day, as was prescribed, they did not do many other things. 
Some told me they remained focused on acquiring and using illicit drugs. Meanwhile, Cheryl, 
Marie and Johnny said they were engaged in a relatively wide range of activities such as becom-
ing reacquainted with family members, doing part-time jobs, spending time with friends and 
more. This was important information for me and contributed to my decision to invite them to 
take part in the study. I knew if I were to succeed in creating humanizing images of long-term 
heroin users, I needed opportunities to photograph the study’s participants engaging in activities 
other than exclusively using drugs.

Over the course of the study, Cheryl, Marie and Johnny shared intimate details of their lives 
with me. Marie, who is in her mid-thirties, told me that when she was a girl she dreamed of 
being a professional dancer and auditioned for the National Ballet School of Canada. However, 
her early life was very challenging because her mother was an alcoholic and had an abusive part-
ner. As a teenager, Marie said she started using drugs and was in an extremely abusive relationship 
in which she was practically held hostage for nearly a decade. Cheryl, also in her mid-thirties, 
is a sex worker and told me that since she became a SALOME participant she had significantly 
reduced her illicit drug use. Cheryl told me about physical and sexual abuse she had experienced 
and that her father, whom she loved, had recently died. Johnny, who is in his forties, said that 
SALOME had enabled him to stop using illicit drugs and stealing from local grocery stores and 
tourist shops in order to support his heroin addiction. He told me that SALOME had enabled 
him to find stable housing, start eating healthy food, establish close friendships, and reconnect 
with his mother who lived in another city. At the same time, he was experiencing serious physi-
cal challenges, losing weight, and would later learn he needed to have hip replacement surgery.

Limits and risks of documentary photography

Scholars from a range of disciplines are increasingly using visual methods to produce knowledge 
about communities across the globe (Prosser and Loxley 2008: 4). Visual methods, including 
documentary photography, can allow researchers to access and produce information that cannot 
otherwise be communicated (Pink 2004: 361).

This study was designed to determine if I could create humanizing images of long-term 
heroin users. I spent a year attempting to do so. Throughout the study, as I developed a profes-
sional relationship with the participants, they told me more details about their lives and personal 
histories. I learned about challenging experiences and traumas they had endured, which, in their 
views, have contributed to their drug use. The difficulty for me, I discovered, was finding ways 
of communicating these details to the viewer through the medium of photography. I recognized 
that, on their own, photographs could not perform this crucial task.

Visual researchers and photographers cannot represent subjects 100% accurately either. Neil 
Postman (1985: 72) writes: “By itself, a photograph cannot deal with the unseen, the remote, 
the internal, the abstract.” Photography is incapable of accessing or representing a subject’s 
internal processes (i.e., their thoughts, feelings and physical sensations).
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In order to provide an extra layer of narration that could allow the photographs to com-
municate more fully (Sontag 1977: 23), I conducted photo-elicitation interviews with the 
participants. In photo-elicitation interviews, photos are used in order to invite participants to 
speak about the photos and engage in dialogue about their personal responses to them (Prosser 
and Loxley 2008: 19). These responses can allow researchers to learn nuanced information 
about participants’ thinking and experiences (ibid). Photo-elicitation is also used to foster 
greater connections between researchers and participants who often inhabit very different 
worlds (Harper 2012: 157). It allows participants to communicate what Michel Foucault 
(1980: 82) calls “subjugated knowledges,” which are frequently dismissed by researchers and 
officials. I then paired photos of the participants with excerpts from their audio-recorded 
photo-elicitation interviews and published them online in an interactive format.

In many photo-elicitation projects, participants respond to images they have taken them-
selves. This can allow participants to develop a sense of agency that comes from playing active 
roles in the research or production process and having feelings of ownership of the photos. It 
can also help participants feel they are on equal footing with researchers (Prosser and Loxley 
2008). For this study, I took the photos because I was interested in exploring how, as a docu-
mentary photographer, I could create counter-narratives. Sarah Pink (2013: 28) writes that it is 
important to recognize there are different types of photographers, such as domestic, amateur, 
professional and ethnographic. She adds that each kind of photographer has her or his own 
intentions and produces unique types of information. I discovered that taking photos provided 
opportunities for me to closely observe the participants’ lives and learn about them by spending 
time with them (Schwartz 1992).

Drug genre photography: “dark, seedy, secret worlds”

The first documentary photographers in North America began working in the early 20th 
century. Two of the most influential and early photographers of this period, Jacob Riis and 
Lewis Hine, photographed disadvantaged people. By creating awareness about disenfran-
chised communities, they hoped to encourage social reform. Riis focused on living condi-
tions for slum dwellers in New York’s Lower East Side and Hine documented exploitative 
child labour practices (Fitzgerald 2002: 373). The 1955 “Family of Man” exhibition at New 
York’s Museum of Modern Art, which later toured the world, featured the work of 273 doc-
umentary photographers, including Diane and Allan Arbus, Robert Capa and Henri Cartier-
Bresson. The exhibition’s theme, the “paradoxes of the human experience,” continues to 
inspire documentary photographers to this day.

Although documentary photographers have often been praised for their work, many have 
been accused of exploiting and sensationalizing their subjects, benefiting financially from others’ 
suffering, and using controversial work to bolster their careers.

A number of influential photographers such as Larry Clark, Nan Goldin, Eugene Richards 
and Lincoln Clarkes, have taken images of heroin users for decades. Their work has been widely 
celebrated. While preparing to conduct this study and over the course of the year in which I 
produced it, I looked critically at many of these photographers’ images and recognized they 
have represented drug users in problematic ways. John Fitzgerald writes that photographers 
often portray heroin users as residents of “dark, seedy, secret worlds.” This can “Other the sub-
ject, or make them appear different through eroticizing or exoticising them (Fitzgerald 2002: 
374). Stuart Hall writes that by representing subjects in stereotypical ways, photographers exert a 
form of “symbolic violence” and have the power to “mark, assign and classify” that can amount 
to “ritualized expulsion” (Hall 1997: 259).
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Through their work, documentary photographers have collectively created a genre of 
photography in which heroin users are predominantly represented in stigmatizing ways. 
These images often mask subjects’ individual personalities and life circumstances. People 
who use drugs are frequently represented solely as drug users. Although drug addiction can 
be all-consuming, people who use drugs, like all of us, have unique personal histories and 
personalities. By exploring the work of several photographers who have focused on drug 
users, I felt compelled to attempt to represent the participants of this study in more balanced 
and humanizing ways. Although photographers are inevitably influenced by recognizable 
images that others have taken, Pink (2013: 27) writes that photographers have the capacity 
to create counter-narratives that challenge dominant modes of construction.

In his 1971 book of realist photos titled Tulsa, Larry Clark focused his lens on young people 
experimenting with sex, drugs and guns. His images have played a significant role in shaping 
negative public perceptions about people who use drugs. Kerr Houston (2014) writes that one 
of Clark’s photos from the Tulsa series, in which a shirtless young man appears to be prepar-
ing to self-inject drugs into his arm (Figure 33.1), reflects the photographer’s overall style. 
Houston describes it as “raw or coarse . . . grainy . . . violent and brash” (ibid). In this image, 
it is impossible to see the subject’s eyes and the details of his silhouetted face. The trope of the 
faceless drug user has often been replicated, each time depriving subjects of agency and failing 
to communicate their unique physical traits and identities. At times, concealing a drug user’s 
facial features could be a sign of respect or indication of a photographer’s ethical approach. 
Some photographers may not want to increase the risks of social isolation, prejudice or legal 
challenges for the people they photograph. When it comes to drug users who have died from 
overdoses, it would be irresponsible to reveal their faces in photographs. However, photogra-
phers’ decisions to hide drug users’ faces in their images often have little to do with protecting 
subjects’ privacy and are commonly rooted in a desire to create sensational images.

The cover of Eugene Richard’s 1994 book, Cocaine True, Cocaine Blue, features a close-up 
image of a woman with a syringe in her mouth. Charles Hagen (1994) writes that Richard’s 
“sensationalistic” photos lead the viewer to become passive and not advocate for change. The 
photo of the woman is disturbing in the way that it exoticizes her and makes her look primi-
tive. Photojournalists working for news organizations such as AP (AP Photo/Linsley 2009), 
Getty Images (Martínez Kempin 2012), the Denver Post (Amon 2012), and many others, 
have often taken photos of drug users with syringes in their mouths. These images have simi-
lar effects as Richard’s cover photo. In most of these photos, the subjects’ eyes are partially 
or completely out of frame, or people are photographed in soft focus and it is difficult to see 
their faces in detail.

In 2012, former fashion photographer Lincoln Clarkes released a series of over 300 portraits 
that he had taken of female heroin users in Vancouver’s DTES between 1997 and 2001. The 
photos were published in a book titled Heroines, published by Anvil Press. The images helped 
create awareness about the need for harm reduction services and the risks the women faced. 
At least five of the women in Clarkes’ photos went missing or were discovered on serial killer 
Robert Pickton’s farm at Port Coquitlam, BC (Canadian Press 2014). In 2007, Pickton was 
convicted of six counts of second-degree murder and is believed to be responsible for the deaths 
of dozens of others (Canadian Press 2013). However, Paul Ugor (2007) writes that Clarkes’ 
approach was exploitative, noting the photographer paid his subjects with cigarettes, biscuits or 
five dollars to pose. Ugor adds that the women who were photographed likely did not know 
how widely the images would be distributed and who would ultimately own the photos.

Many of Clarkes’ photos are compelling and gritty. However, he replicates many of the 
tropes of earlier drug genre photography. In one of his images, a woman, whose face is hidden 
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Figure 33.1 Larry Clark, Untitled, 1971.

by her hat, pushes a needle into her arm inside a bus shelter in front of an enormous Calvin 
Klein poster featuring model Kate Moss. The viewer is unable to see the subject’s face. As a 
result, she becomes anonymous and powerless in the photo. In another image from Clarkes’ 
series, another woman injects drugs into her neck in an alley in Vancouver’s DTES. Clarkes 
captures the intensity of the moment—the woman’s pursed lips and intense gaze. However, he 
fails to provide any information about the woman other than the fact that she is a drug user. 
What do we gain by seeing photos of drug users injecting into their necks? Unless more infor-
mation is presented about the subjects and the wider contexts in which they are situated in the 
form of captions or narration, images like Clarkes’ risk stigmatizing subjects.

From the outset of this study, I was not interested in solely highlighting the participants’ 
drug use. My intention was to take images that reflected different elements of their lives and 
who they are as individuals. When I look at Clarkes’ images, I get the sense that he missed an 
opportunity to tell deeper and meaningful stories about the women he photographed. Drug use 
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was his prominent interest, not the women’s individual backstories and the social and economic 
conditions that affected them.

Photographic methodology

The central intention behind The Outcasts Project was to produce a body of practice-based 
visual work that could counter dominant modes in documentary photography of representing 
heroin users. I had no illusions that the study would lead to widespread changes in the way 
photographers approach their work. I hope, however, the project can contribute to discussions 
about how photographers and visual researchers could possibly engage with practices that allow 
them to humanize drug users.

I adopted what Pink (2013: 24) calls a “realist” approach to photography that is often 
practiced by ethnographers. By photographing the participants for over a year, I had many 
opportunities to watch what occurred in their lives, to engage in dialogue and listen to them. 
I was able to ask them many questions during the photographic process and photo-elicitation 
interviews that allowed me to understand them. This helped me reflect on their experiences 
in study through a “first-hand empirical investigation” (Hammersley and Atkinson 1995: 1). 
The photos are not an objective representation that communicates absolute truths about the 
participants’ experiences. As Pink (2013: 18) writes, ethnographic knowledge is based on 
the researcher’s experiences. By collaborating with participants, using photo-elicitation as a 
method, and engaging in self-reflexivity, my aim was to present a version of reality that com-
municates knowledge about the situations, environments and experiences of the participants as 
authentically as possible (ibid).

Martyn Hammersley and Paul Atkinson outline four theoretical social roles for photo- 
fieldwork. These include “complete participant, participant as observer, observer as participant 
and complete observer” (2007: 82). I adopted the role of participant as observer, which is char-
acterized by “comparative involvement: subjectivity and sympathy” (ibid: 104). Irving Goffman 
and Lyn H. Lofland (1989: 130) suggest that scholars who conduct this type of research should 
spend no less than a year in the field in order to produce in-depth projects and become deeply 
familiar with subjects. It was only by spending a year engaging with the participants that I was 
able to understand them well enough to make informed choices about how to shape the project 
in ways that can contribute to new knowledge about them and photography (Becker 1981: 11).

It was important for me to maintain my role as researcher and documentary photographer 
throughout the study. However, over the course of the year, a degree of closeness developed 
between the participants and me. This helped me gain greater insights into their experiences 
and develop empathy for them. This also shaped my interactions and the photos I took of them 
(Fairclough 2013: 16). However, building a rapport with the participants was not straightfor-
ward or easy. For the first weeks of the study they were relatively guarded and only allowed 
me to photograph them self-injecting at the Crosstown Clinic. It was not until several weeks 
later, after they saw I was fully committed to the study, that they allowed me to take photos of 
them outside the clinic. I considered this initial period an important phase in which the partici-
pants developed a level of trust in me. Their initial reluctance to grant me access to document 
their lives was understandable. They were aware of the long history of stigmatizing journalism 
coverage of Vancouver’s DTES and its residents (Goodman 2001) and the legacy of stigmatiz-
ing photography focused on heroin users in the community and beyond. In any life history 
research project, Adra Cole and Gary Knowles (2001: vii) write, it is natural for those who are 
“researched” to experience anxiety since their lives will be closely examined and, in this case, 
photographed. In the DTES, this sense of apprehension is often understandably heightened.
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Collecting data: curating the photos

Over the course of a year I took dozens of photos of each of the three participants. The study 
could have go on indefinitely. However, I felt it had reached its natural conclusion when I 
found myself no longer being able to photograph the participants taking part in new or different 
activities. At that point I began to examine all of the images. My goal was to choose ten photos 
of each participant that I would then make the focus of photo-elicitation interviews and publish 
as part of the study. Future research could involve drug users in curating images, which would 
give subjects greater control over the creative process. Since the study focused on work that I 
conduct as a researcher and photographer, I felt it was appropriate for me to select the photos 
and rely on my own judgment to do so. My decision to curate the images was also a pragmatic 
one. I considered involving participants in the process, however I needed the process to be as 
efficient as possible. I write below that, over the course of the year, it was challenging find-
ing the participants to photograph them. Also, they had short attention spans and curating the 
images required considerable time and focus. It was a process that ultimately took several hours 
over many days and one I repeated many times in order to ensure that I had made choices that 
aligned with the overall goals of the study. I also felt it was appropriate for me to curate the 
photos because I anticipated that the participants would be deeply engaged in the study during 
their photo-elicitation interviews. At the same time, I recognized that, by curating the photos, I 
exerted a “guiding influence” (ibid: 10) on this process and all others of the study.

While I curated the images, I prioritized photos that I felt effectively illustrate interesting or 
diverse types of composition. I considered where participants are situated in the photos, how 
much or how little of the images they fill up with their bodies, and their relationship to other 
objects in the frame (Caple 2013: 80). I also chose images that convey participants’ positive or 
negative emotions. I selected images that help communicate information about challenging 
situations they were facing and highlight their particular and unique physical attributes. I delib-
erately left out images that I thought could viewed as overly stigmatizing. I also chose photos 
that I hoped the participants would find interesting and inspire them to offer detailed feedback 
during their photo-elicitation interviews. I recognized that the more details the participants 
could possibly provide in these interviews, the more nuanced information the project would be 
able to communicate to the viewer.

Reflections and challenges

In what follows, I outline the two primary difficulties that I faced while conducting the study.

Access

One of the most significant obstacles was scheduling regular photo sessions with the par-
ticipants. They did not own cell phones or use email or social media, so the only way I was 
able to find them was by waiting at the Crosstown Clinic at their scheduled treatment times. 
Initially I hoped this would be a productive method. However, like many other SALOME 
participants, Cheryl, Marie and Johnny frequently missed their treatments at the clinic.  
A few times during the year, for example, Cheryl did not come to the clinic for days at a 
time. During these periods she was likely exclusively using street drugs. There were many 
times when progress on the study was stalled because I was not able to find participants and 
plan photo sessions with them.
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Once participants began to trust me, they allowed me to photograph different parts of their 
lives. For example, they allowed me to take photos of them inside their apartments in Vancouver’s 
DTES. However, throughout the year, there were some things they did not let me document. For 
instance, Marie denied my requests to photograph her with her mother and other family members 
with whom she had recently reconnected. On one occasion, I travelled with Marie across the city 
for nearly two hours by bus. It was Thanksgiving and she was going to visit her mother for one of 
the first times in two years without any contact with her. Marie allowed me to photograph her on 
the bus, as she walked to her mother’s apartment building and pressed the intercom buzzer, but 
she did not let me come through the front door with her. I understood and respected her wishes 
for privacy that were likely shared by her mother and family. At the same time, this prevented me 
from highlighting the fact that Marie has a family that cares about her. This is potentially one of 
the most humanizing elements of her life and I could not include it in the study.

Difficulty capturing a variety of photographs

The greatest challenge was photographing the participants engaging in a wide range of activities 
in a variety of settings. The principal reason was that Cheryl and Marie continued to use illicit 
drugs outside of the Crosstown Clinic while they were SALOME participants. Acquiring and 
using street drugs, self-injecting drugs in their own apartments, and self-injecting their treat-
ments at the clinic occupied most of their time. I did not want the majority of photos in the 
study to be of participants using drugs. In spite of these limitations, by the end of the year, I was 
moderately satisfied with the range of photos I had been able to take of the participants. Some 
of the images that I believe communicate unique and compelling things about the participants, 
beyond the fact that they use drugs, include a photo of Cheryl crying in the courtyard of a 
church where her father’s funeral was held, Johnny in a grocery store where he used to steal to 
support his heroin addiction before joining SALOME, and Marie at a Vancouver park stretching 
in a dancer’s pose (Figure 33.2).

Benefits of photo-elicitation

In this section I outline my rationale for adopting photo-elicitation as a method. I then highlight 
how it allowed participants to communicate nuanced information about their lives that could 
not be conveyed through images alone.

I believe some of the photos that I took of the participants are humanizing. On their own, 
images of Cheryl and Marie using illicit drugs in their apartments could potentially be viewed 
as stigmatizing. However, showing the images to participants and recording their feedback 
in photo-elicitation interviews allowed them to communicate important information about 
their lives. Pairing their words with the images online helped me to present photos with criti-
cal context. Philippe Bourgois and Jeffrey Schonberg (2009: 14) write that photographs can 
lead viewers to develop negative views about subjects. They argue photographers risk further 
marginalizing subjects and perpetuating their suffering. They write: “Letting a picture speak its 
thousand words can result in a thousand deceptions” (ibid). Benjamin Ball (2016: 7–8) writes 
that pairing images with audio can “expand our vision beyond the photographic frame, provide 
us with the necessary context and narrative to see property.”

Each photo-elicitation interview lasted approximately an hour. I asked each participant the 
same set of eight questions along with other spontaneous questions. These are the principal 
questions that I asked:
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1. What do you think people will see in this photo?
2. Do you think the photo accurately represents you?
3. How would you have liked me to take the photo differently and why?
4. Is there anything missing?
5. Is there any other information you would like people to know?
6. What do you hope people get out of this photograph?
7. What do you want to show?
8. Could you imagine a different photograph that help people understand your life?

One of my photos of Marie stretching in a dance posture in a park near the Crosstown Clinic 
(Figure 33.2) may seem unexceptional to viewers. However, I hope the photo reflects Marie’s 
determination to follow her passion in life, namely to dance, in spite of the significant hurdles 
she has faced. As noted above, when she was a girl, Marie auditioned for the National Ballet 
School of Canada. However, simply getting to the audition was difficult because her mother, 
an alcoholic, had been drinking and got lost on the way. As a result, Marie experienced anxi-
ety during her audition, did not perform the way she wanted to, and was not admitted into 
the program. In her photo-elicitation interview, Marie refers to her inner child and the joy and 
freedom she can still feel. These emotions, she says, make her the unique person she is, and that 
she is more than a drug user.

The following is an excerpt from Marie’s photo-elicitation interview about this image and I 
hope it helps the viewer learn about her:

Aaron: What do you think people on the outside see in this photo?
Marie:  Just a girl who is playful, carefree, and fun-loving. Maybe had some sort of dance 

background or some gymnast background or something.
Aaron: Does the photo accurately represent you?

Figure 33.2  Aaron Goodman, Marie stretches in a dance posture in a park in Vancouver’s Downtown Eastside. 
When she was a girl, she auditioned for the National Ballet of Canada, 2014.
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Marie:  Sure, because you know, a needle in my arm is only 10% of who I am. The other 
parts are going to a park and playing, having fun outside and watching children play. 
Yea, being as much a part of as I can be in the community.

Aaron: How would you have liked me to take photo differently and why?
 What’s missing?
Marie: No, actually, that’s a very good picture. I actually want a copy.
Aaron:  Of course. I will give you the photo. Is there any other information you would like 

people to know?
Marie:  That my addiction isn’t the whole of me. There’s a lot more to me than that and this 

picture shows it.
Aaron: Can you be more specific? What does it show?
Marie:  It shows me goofing off, and playing, and having fun. Maybe the child inside coming 

out. Maybe, who knows?
Aaron:  And what do you hope people get out of the photograph? What do you want to 

show?
Marie: That I’m not just some dirty, mistrusting, drug addict from the skid row.

I think my photo of Johnny leaning on his walker and making his way down the aisle of 
a grocery store in Vancouver’s DTES (Figure 33.3), along with the details he shared in his 
photo-elicitation interview, help to humanize him. The interactive and multimedia nature of 
The Outcasts Project allows the viewer to listen to Johnny speak of his thoughts and emotions 
about the image. He explains that before he joined SALOME he often stole from this particular 
grocery store. He says he is proud because he has stopped shoplifting and buys all his own food 
and supplies.

Figure 33.3  Aaron Goodman, Johnny walks in a store where he used to shoplift before he joined  
SALOME, 2014.
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The following is an excerpt from Johnny’s photo-elicitation interview about this image:

Johnny:  What this photo does accurately represent is the fact that I used to go into the shops 
and shoplift. I shoplifted quite a bit of food from this shop to feed my drug addic-
tions, and that’s one thing you don’t see in this picture right now.

Aaron: Is there anything missing?
Johnny:  I don’t think there’s anything missing here. I came and stole from this place and yet, 

a year later, I’m welcome to come in that store because I made an immense change 
and do not steal in there now. I come in and buy food like any other individual and 
it makes me so proud to be able to do that.

Aaron: What do you hope people get from this photograph?
Johnny:  What I hope people get out of this photograph is that even though, once the road of 

drug addiction takes you down, you can always turn your path to the positive. And 
this just proves to me that I can walk into the store and the same manager who took 
me in back and aggressively told me he never wanted to see me in the store, knows 
me by my first name today and asks me how I’m doing as I do with him. And that 
means the world to me.

Without having an opportunity to listen to Cheryl speak about my photo of her preparing 
to self-inject drugs in her apartment (Figure 33.4), the image would not convey a lot of 
nuanced information. In her photo-elicitation interview, Cheryl makes an emotional and 
compelling case for heroin-assisted treatment. By listening to her, I believe the viewer has a 
chance to develop greater understanding and compassion for long-term and vulnerable drug 
users like Cheryl.

Figure 33.4  Aaron Goodman, Cheryl prepares to self-inject drugs in her apartment in Vancouver’s Downtown 
Eastside, 2014.
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The following is an excerpt from Cheryl’s photo-elicitation interview:

Cheryl:  I just want to show people that, you know, I’m a drug addict, I’m a recovering addict. 
This [heroin-assisted treatment] program I’m on is a great program. It’s helped me in 
many, many angles. I just hope you see . . . there are addicts out there in the world 
that need a little bit more help. That others out there . . . they need help. We need 
for you people to see that we’re not just stereotyped monsters. We’re people just like 
you, just with an addiction. Something that we do a little bit more than others. I just 
want you to know that, you know. When you look at this, take it with a grain of 
salt, because it could be your daughter, it could be your son out there doing exactly 
what I’m doing, but they had the door closed because you guys look down on it, so 
they don’t want share that with you . . . I just hope that you have a better perspective 
on what a heroin addict’s life or what the person does in order to get their drugs or 
whatever they’re doing in their drug addict lives. That [if] we can get better help for 
addicts, our world would be a safer, more serene place.

Some people may consider the photos of SALOME participants using illicit drugs in their 
apartments as problematic and believe that they send conflicting messages about heroin-assisted 
treatment. This was not my intention and the science is conclusive about SALOME’s benefits 
for long-term and vulnerable drug users (Woo 2016).

Illicit drug use was a significant part of Cheryl and Marie’s lives during the period in which 
the study was conducted and I could not ignore it. By pairing images of participants using illicit 
drugs with excerpts from their photo-elicitation interviews, I was able to create opportunities 
for the viewer to learn about the participants’ backstories and reasons for using and becoming 
dependent on drugs. Schonberg (cited in Ryška 2015: 92) points to Paulo Freire, who refers 
to this process as “conscientization,” whereby “one becomes conscious of the conditions sur-
rounding their predicament, their lives.”

The three participants explained that trauma, including physical injury and emotional or 
physical abuse, had contributed to their drug use. Gabor Maté is a physician who has worked 
with drug users in Vancouver’s DTES for decades. He writes: “Not all addictions are rooted 
in abuse or trauma, but I do believe they can all be traced to painful experience. A hurt is at 
the center of all addictive behaviors” (Maté 2008: 73). Other factors including family history of 
addiction, having a mental disorder, peer pressure, lack of family involvement, anxiety, depres-
sion and loneliness, and being male can contribute to addiction (Mayo Clinic n.d.). I attempted 
to communicate these factors as well through the study.

Ethical issues and approaches

It is beyond the scope of this chapter to outline all of the ethical issues connected to the study. 
However, since the participants were highly vulnerable, it was imperative to me to conduct the 
project in ways that did not cause additional emotional distress or psychological harm for them. 
The ethical foundation of the project and the approaches I adopted emerged out of a desire to 
treat and represent chronic heroin users with respect. In what follows, I briefly highlight some 
of the primary ethical concerns and the steps I took in order to mitigate the risks of harming 
participants.
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Voluntary and informed consent, anonymity, and confidentiality were important elements 
that I considered and discussed with participants. I often explained that photos of them would 
be published on the internet and that police, future employers and others could potentially 
learn they are heroin users. I informed them that this could affect their reputation and create 
economic, social and legal risks for them. I made sure they knew they could withdraw from 
the study at any time and get support if they experienced elevated levels of distress from social 
workers at the Crosstown Clinic. In spite of the risks, the three participants repeatedly told me 
they were interested in taking part in the study because they wanted to raise awareness about 
heroin-assisted treatment. They said they had benefited from it in significant ways and hoped 
other drug users would have opportunities to access the program and others like it. Marie and 
Johnny asked that I refer to them by pseudonyms in the study.

Conclusion

In October 2015 the Conservative party of Canada was defeated in a federal election. Liberal 
leader Justin Trudeau formed a government as prime minister. In September 2016 the Liberals 
reversed laws enacted by the previous Conservative administration in order to allow physicians 
to treat people with chronic heroin addiction with diacetylmorphine. The decision made it pos-
sible for all 110 former SALOME participants, including Cheryl, Marie and Johnny, to continue 
receiving heroin-assisted treatment.

As the opioid overdose crisis escalates, the Liberal government is facing increasing calls to 
address the situation in comprehensive ways. Officials have stated they will implement several 
actions in order to prevent further overdose deaths. One possibility, the government has said, is 
to grant permits for additional heroin-assisted treatment programs. As of November 2017, the 
only heroin-assisted treatment in Canada remains Vancouver’s Crosstown Clinic (Lunn 2017).

Debate among politicians, clinicians, scientists, harm reduction workers, drug users, their 
families and the general public will inevitably continue about the prospect of making heroin-
assisted treatment more widely available. Visual researchers, documentary photographers and 
photojournalists could help inform discussions in creative and productive ways by attempting 
to humanize drug users.

In this study, my intention was to create counter-narratives about long-term and vulnerable 
heroin users. I engaged in documentary photography and conducted photo-elicitation inter-
views with participants in order to obtain and share nuanced information about their lives in 
an online and interactive format. I view the project as a preliminary exploration of this meth-
odology and its possibilities. Future work could employ PhotoVoice and focus on drug users 
who take their own photos and curate images. Further studies could also involve conducting 
photo-elicitation interviews with drug users about photos featuring other drug users as subjects.
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34
OUR STORIES, OUR 

KNOWLEDGE
The importance of addicts’ epistemic  

authority in treatment

Peg O’Connor

Introduction

William James and his great work, The Varieties of Religious Experience (1902), had an enormous 
influence in addiction treatment. In 1934, Bill Wilson was at the Charles B. Towns hospital 
trying to dry out again. Full of despair and hopelessness, he cried out, “If there is a God, let 
Him show Himself! I am ready to do anything, anything!” Suddenly the room was filled with 
a white light and he felt a wind of spirit blowing. At that point he realized he was a free man 
(AA World Services 1957: 63). Very soon after this experience, he worried he was losing his 
mind. A friend, however, thought differently and gave Wilson a copy of Varieties as a way to 
understand this remarkable experience. James was most concerned in Varieties with people who 
experienced what he called a conversion or rebirth. These are people for whom religion exists 
“not as a dull habit but as an acute fever” (James 2012: 14). Bill W seemed to have caught that 
fever; he later went on to found Alcoholics Anonymous (AA).

In Varieties, Bill Wilson found a treasure trove of first person stories that resonated with his 
own experiences as a hopeless and incurable alcoholic. Several of the conversion experiences 
that James highlights and returns to throughout Varieties involve reformed drunkards or inebri-
ates, to use the language of his time. These experiences were all respectfully and compassion-
ately treated by James, which is not surprising for several reasons. Perhaps most relevant was 
that James had intimate knowledge of the ravages of drunkenness. His own brother, Robertson 
(Bob), had several stints in asylums for the inebriate and spent his last days living with William 
and his wife.

As a physician, philosopher, and psychologist before psychology was its own discipline, 
James was and remains a valuable and insightful companion to addicts and those who work pro-
fessionally with us. James’s work is especially relevant today with increasing rates of addiction to 
increasingly dangerous substances often accompanied by mental disorders requiring more effec-
tive and nuanced treatment plans. James was an astute student of human nature and human suf-
fering in large part because he observed and listened to people; he sought out their stories. First 
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person narratives are the primary source of evidence for spiritual matters and conversions that 
James marshals in Varieties. This chapter explores three dimensions of these first person stories 
that are important for the recovery of individuals (just as Bill W discovered) and for the field of 
addiction and treatment research especially as it becomes more medicalized.

The first intriguing strand in James’s treatment of first person narratives is that he lets peo-
ple speak for themselves and, by so doing, accords them a great deal of epistemic authority. 
In other words, James does not position himself as a third party playing the role of expert on 
these individuals’ experiences and the understanding and meaning they were able to make 
of them. The inebriates—people who are often judged to be among the most unreliable or 
morally suspect—are taken by James to be reliable witnesses to and interpreters of their own 
experiences. These experiences are side by side with experiences of saints, literary giants and 
intellectuals such as Lev Tolstoy, Henry David Thoreau, and John Stuart Mill, and religious 
leaders such as George Fox and Jonathan Edwards. James later revealed he included his own 
experience of a deep pathological melancholy in Varieties.

It is important to see this approach as democratizing epistemic authority. To use an expres-
sion from James in The Will to Believe, when we respect each other’s mental freedoms, which 
includes the ability to tell one’s own story, we can create an “intellectual republic” (James 1956: 
30). This is what James creates in Varieties and it is something that needs to be carried over to 
addiction and treatment research programs now.

The second intriguing dimension of first person narratives is the way James underscores 
the social nature of self-knowledge. Reading these accounts in Varieties, Bill Wilson saw him-
self clearly. He saw his own experiences—all the pain, suffering, self-loathing, attempts and 
failures to stop, and despair—reflected back to him in a way that enabled him to make sense 
of what had happened to him, what he had done to himself, and how he might live differ-
ently. James’s concepts such as conversion, misery threshold, higher and friendly power, in 
conjunction with the first person stories provided Bill W with a framework for understanding 
himself. Bill W adopted and modified these concepts as he developed the Twelve Steps of 
Alcoholics Anonymous.

Many of us share our stories of addiction both as a way to help ourselves maintain our 
sobriety and to help others achieve sobriety. Many feel as if we have a responsibility to share 
our stories and listen to others. The way one tells her story and how others hear it matter enor-
mously. This leads to the third interesting dimension of the first person narratives. Almost with-
out fail, especially with the “reformed drunkards,” an attitude of humility runs throughout the 
narratives. There is a very interesting relationship between humility as an epistemic virtue and 
the possibility for self-knowledge and the achievement of sobriety that these narratives reveal. 
Humility in telling must be met with humility in listening. James himself embodies that humility 
in Varieties and so provides a good model for physicians, researchers, and treatment professionals 
working with people struggling with addictions.

These three features of The Varieties of Religious Experience—epistemic authority democ-
ratized through first person narratives, self-knowledge as social, and humility as an epistemic 
virtue—are all crucial for understanding addiction and the possibilities for recovery. I will focus 
primarily on humility, though the first two strands will begin to emerge. I will end the chap-
ter with a concern about the decentering of addicts’ stories and their self-knowledge, and the 
concentration of epistemic authority in the hands of physicians and insurance companies that 
together pose a very serious challenge to the “intellectual republic” of addiction and treatment 
programs. A lack of humility on that level runs the risk of creating conditions where it might be 
more difficult for individuals to recover.
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Humility as an epistemic virtue

There is a gap in the humility literature on the relationship between humility and self-knowledge. 
Treatments of humility most often conceive it as a relational virtue that is primarily concerned 
with attitudes towards one’s own and others’ achievements or accomplishments. The achieve-
ments and accomplishments generally include expertise, awards, career success, and material 
wealth. Neither humility itself nor self-knowledge nor sobriety is seen as an achievement.  
I claim humility is itself an achievement and that it is a necessary condition for self-knowledge 
in relation to one’s addiction. A lack of humility sharply limits if not precludes self-knowledge, 
which may make recovery far more difficult to achieve and maintain.

Humility as a virtue is a mean between two extremes of vanity and self-abasement. Much of 
the humility literature focuses on vanity. Roberts and Wood primarily define humility in the 
negative; it is the absence of vanity and arrogance. Vanity, on their view, is the concern of a per-
son to make a good appearance only (though I would say primarily) for the positive social status 
it confers. Arrogance is more an illicit entitlement claim based on one’s alleged superiority. 
Entitlement is crucial; an arrogant person may feel justified not to see others as knowledgeable, 
and hence disregard anything they say. Arrogant people tend to think that others cannot know 
as much or what they know is inconsequential. Arrogance and vanity are inseparable; they tend 
to feed off one another (Roberts and Wood 2003: 259).

More difficult to identify than overt arrogance are instances where one person’s dismissal of 
another’s knowledge or interpretation of his own experiences springs from good intentions and/
or a belief that one knows what’s in the best interest of the other. This is covert arrogance or 
arrogance in drag. Whether this belief comes from academic or other professional training, life 
experiences or something else, the result is the same. The one does not regard the other as an 
equal who may himself have knowledge, insight, or valuable experience.

Humility, on Roberts and Wood’s view, involves avoiding overestimation of yourself and 
your accomplishments. Additionally, humility is a lack of concern or inattentiveness to how 
others regard you and your accomplishments and how you regard yourself (Roberts and Wood 
2003: 261). There is something right about the avoidance of overestimation, but what about 
the other end of the spectrum?

Humility must also avoid the underestimation of oneself. At the far end of the spectrum is 
self-abasement, which is well beyond low self-esteem. Self-abasement is a set of beliefs and atti-
tudes that one has no worth and is in some senses repulsive. Having no worth, a person deserves 
nothing good and has nothing positive to contribute. A person who suffers from self-abasement 
may believe that she knows everything about herself and all of it is bad.

J. L. A. Garcia offers a more robust definition of humility that is a mean between the two 
extremes and that complements features of good recovery. Someone is humble about her hav-
ing talents, skills, achievements, etc. if and only if she

1. downplays her being talented, skillful, accomplished,
2. doesn’t stress in her self-identity her liberties, privileges, etc.,
3. doesn’t dismiss the talents and achievements of others,
4. recognizes how others have helped her to have those talents, skills, and accomplishments,
5. commits to her moral improvement,
6. recognizes her own shortcomings, and
7. recognizes her duties and obligations to others.

Garcia 2006: 418
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Garcia concludes that we can say of the person who meets all seven of these conditions (they 
constitute one big conjunction) that “she is unimpressed with herself (emphasis in original).1

Conditions 1 through 3 align well with the overestimation characterization offered by Roberts 
and Wood. Vain and arrogant people tend to overly stress their achievements and tend not to 
be able to recognize the talent, experience, and knowledge of others. People who do not meet 
any one of the first three conditions will have a harder time meeting the next four, which guard 
against a person progressing too far down the spectrum toward self-abasement. To recognize 
that others have helped you is to implicitly recognize that someone sees something worthwhile 
in you even as you yourself may struggle to do so. Moving away from self-abasement is a form 
of moral improvement in the most basic sense of recognizing your humanity and agency. To 
recognize something as a shortcoming as opposed to abject failure is a form of moral progress. 
Shortcomings can be transformed into strengths.

The two extremes get in the way of overcoming addiction in different but complementary 
ways. Self-abasement breeds a kind of self-deception that in its worst form becomes a form of 
fatalism: why even bother to try because someone like me can never get better. Overt and covert 
vanity may prompt a professional to minimize or disregard what a person struggling with addic-
tion has to say. This brings me back to James’s Varieties; James’s treatment of first person stories of 
addicts’ struggles is instructive for avoiding both the extremes and cultivating a genuine humility.

Meet the drunkards of Varieties

The first person stories in Varieties, especially the ones related to drunkenness, embody Garcia’s 
dimensions of humility. These stories are powerfully evocative because of the despair, loneli-
ness, and hopelessness they convey. James offers two compelling cases. The first is a Christian 
Evangelist named Henry Alline, who struggled with drinking and “carnal mirth.” Alline kept 
making promises to himself not to engage in these activities. But as is familiar to many addicts, 
he broke those promises when tempted by wine, music, and the company of friends. Full of 
self-loathing, he became “wild and rude.” After the debauchery, he describes himself as “guilty 
as ever . . . I was one of the most unhappy creatures on earth” (James 2012: 138).

The second story James offers is S. H. Hadley, who described himself as “a homeless, friend-
less, dying, drunkard” (James 2012: 159). Hadley describes the night that he is sitting in a Harlem 
saloon, shaking with the delirium tremens and feeling utterly broken and penniless. He writes

As I sat there thinking, I seemed to feel some great and mighty presence. I did not 
know then what it was. I did learn afterwards that it was Jesus, the sinner’s friend. I 
walked up to the bar and pounded it with my fist till I made the glass rattle. Those who 
stood by drinking looked on with scornful curiosity. I said I would never take another 
drink, if I died on the street, and really I felt as though that would happen before 
morning. Something said, “if you want to keep that promise, go and have yourself 
locked up.” I went to the nearest station house and had myself locked up.

Once he is released from his cell, he returns to his brother’s home and then visits a mission 
where “the apostle to the drunkard and outcast—that man of God—Jerry M’Auley” was pray-
ing. Hadley listened to the testimony of 25 other drunkards who had given up the rum. As he 
was listening, he recalls, “I felt I was a free man . . . From that moment till now, I have never 
wanted a drink of whiskey” (James 2012: 160). Hadley’s soul was no longer riven by the inner 
conflict over his drinking. For this reason, James describes Hadley as an example of a Divided 
Self becoming unified.
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Hadley’s story is one of deep despair and desperation as is Alline’s. There is no bragging 
about his past drinking exploits. Rather, there is a frankness and honesty about his past failures 
and transgressions. Any self-deception about his drinking and its effects on him and others had 
long been stripped away; he knew himself to be completely miserable. So long as he lied to 
himself or otherwise deceived himself, nothing was going to change. Both Hadley and Alline 
are brutally honest; there are no attempts to gloss over or excuse their past actions. There’s no 
braggadocio; their behavior was the source of great shame and regret.2

Both Alline and Hadley find what James calls their “misery thresholds” (James 2012: 109–110). 
This concept is an excellent way to understand the depth and degree of emotional suffering 
that a person can tolerate. Each person’s misery threshold is subjective and unique to him.3 
Each person must find this threshold for himself, but that does not entail that he must find it 
alone. Knowing how much suffering a person can take and tolerate is a hard-won form of self-
knowledge that is critical for people struggling with addiction and living in recovery. It is also 
critical knowledge for professionals to recognize in the creation of treatment plans.

Returning to the last four of Garcia’s criteria for humility, Hadley recognizes the help he had 
from the jailer who locked him up, a brother who took him in, the “apostle of the drunkard,” 
and the 25 men whose stories he heard. By seeing himself in their stories, he started to identify 
his own shortcomings and, perhaps most importantly, saw a different way to live. By not drink-
ing and helping others in the same ways he had been helped, Hadley made a commitment to his 
moral improvement by recognizing and acting on an obligation to help others.

By the time he read the stories in Varieties, Bill W had already been stripped of his self-
deception. Arrogance and vanity were long since gone. He saw himself in these stories; sure, the 
particulars were different but the trajectory was largely the same. This provided him with great 
insight into what he needed to do differently if he truly wanted to stay sober. One was that he 
could not do it alone. The self-knowledge that Alline, Hadley, and Wilson came to possess is 
deeply social and acquired in the company of others. Just as important, their self-knowledge is 
not just a cognitive state involving propositions. Rather, it is a matter of actions and how one 
shows up in the world. Self-knowledge is ultimately practical. It is seen not just in what we say 
and believe, but rather in what we do.

Assault on an intellectual republic of recovery

The field of addiction treatment most assuredly does not function as an epistemic democ-
racy or intellectual republic. This brings me to my final Jamesian consideration about first 
person narratives and addiction. It is fair to say that as a medical doctor, James would have 
respected the potential contributions that sciences could make to the treatment of addiction. 
It is just as accurate to say that James had an equal or greater concern about the expansion 
of positivist science, or what he called “medical materialism,” into all realms of human liv-
ing (James 2012: 19). James worried that materialist/physicalist explanations along with their 
reductionist tendencies bring along a brand of determinism. As he writes in the “Dilemma 
of Determinism,”

What does determinism profess? It professes that those parts of the universe already 
laid down absolutely appoint and decree what the other parts shall be. The future has 
no ambiguous possibilities hidden in its womb . . . the whole is in each and every part, 
and welds it with the rest into an absolute unity, an iron block, in which there can be 
no equivocation or shadow of turning.

James 1956: 150
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Determinism would call free will into doubt and fly in the face of human freedom, which is 
the gravest concern for James. Determinism may breed a sense of fatalism; why bother to resist 
something that far outstrips an individual’s ability to control it and that is inevitable? This is why 
it is appropriate to revisit these warnings now in the context of addiction and recovery.

Addiction studies is presently undergoing a seismic shift, with neuroscience beginning to 
overtake the field and trump all other forms of knowledge. The view is that our brains—our 
pleasure circuitry—is the organ working in overdrive. The language of dependency and addic-
tion is changing to reflect the new neuroscientific advanced claim that “addiction is a chronic 
brain disease” (Volkow, Koob and McLellan 2016). The strongest version of this view may imply 
the only acceptable treatment for patients will be of the pharmacological sort. Even more worri-
some is the fact that in the United States, the National Institute of Mental Health now requires 
that clinical researchers focus on neural circuits or biomarkers. As a consequence, only certain 
treatment modalities based on a physicalist account will have the opportunity to be “evidenced 
based,” and eligible for insurance coverage. There’s legitimate concern that pharmacology is tri-
umphing. As psychiatrist Bessel van der Kolk notes about the category of mental disorders, “the 
brain-disease model takes control over people’s fates out of their own hands and puts doctors and 
insurance companies in charge of fixing their problems” (van der Kolk 2014: 37).

The shifting of the terrain in addiction studies poses a significant risk to a balance of epistemic 
authority. Medical authority will always both claim and be accorded greater epistemic stand-
ing and thereby increasing the likelihood of epistemic injustice. Epistemic injustice, as Miranda 
Fricker defines it, is of two sorts. The first is testimonial injustice, which she describes as preju-
dice in the economy of credibility (Fricker 2007: 21). Some people, because of their race, class, 
sex, or some other group membership such as drug users, are not taken as reliable, credible, or 
truthful. The lack of reliability may extend to nearly everything, especially to their own experi-
ences. Those whose identities involve the intersection of multiple suspect groups—addict, poor, 
nonwhite, female, for example—will be subject to far greater testimonial injustice than others. 
In other words, the stories of addicts will be distrusted and discounted.

The second sort of epistemic injustice is hermeneutical injustice, which exists at a structural 
level when a community lacks the appropriate conceptual framework to interpret certain experi-
ences. One obvious example of hermeneutical injustice is the lack of understanding many people 
had about women’s experiences in the workforce that we now (thanks to feminist frameworks) 
identify as sexual harassment (Fricker 2007). With respect to addiction, in a very short amount of 
time, the brain disease model has become dominant and has displaced other models. With its lan-
guage of brains being hijacked or commandeered, it offers a picture of how addictions progress 
physiologically in all addicts. Sameness of physiological progression becomes the expectation and 
norm. There is little room left to discuss difference and specificity. One of the consequences of 
the brain disease model is that addicted brains rather than persons living with addictions are the 
focus of research. Addicted persons become objectified and become a type—an addict.

Hermeneutical injustice creates stereotypes and warped images of groups of people that are 
then more easily seen, recognized, and taken as true than the actual patients sitting before them 
in an office. Along with stereotypes come all sorts of judgments and questions. If a person is not 
willing to use medication assisted treatment, will he be judged not to be trying hard enough or 
not taking his sobriety seriously enough? If a person seems to want medication assisted treatment 
too much, will he be accused of drug seeking?

Those who have privileged positions within the dominant framework will have/be 
accorded the most epistemic authority; they will have a credibility excess. They will have the 
institutional power to make diagnoses and then decide what counts as an effective or appro-
priate course of action.
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To be very clear, I am not dismissing the importance of recent developments in neuroscience 
and advances in medication assisted treatment. Nor am I imputing bad motives to scientists, 
physicians, and treatment professionals working in the field. To the contrary, the vast majority 
of people working in the field have the best intentions. However, those intentions can provide 
cover for what I called covert arrogance that can adversely affect treatment. I am concerned 
about the epistemic injustices (often connected to social, political, and economic injustices) that 
create conditions where some people will have a much harder time getting sober in the very 
contexts that should give them the best chances.

To see the importance of first person narratives, self-knowledge, and humility of both people 
struggling with addiction and treatment professionals, consider someone addicted to heroin who 
has the good fortune to have access to a physician who is authorized to treat opioid addiction 
with medications. Imagine this person has been free from heroin and other opioid drugs for at 
least seven days. A physician may offer Vivitrol (injectable naltrexone given monthly) to help 
reduce cravings. Cravings are both physical (the body wants what it has become accustomed 
to) and psychological (the mind wants relief or pleasure). Vivitrol blocks the euphoria of heroin 
but does not block the other effects of heroin on the body’s respiratory and cardiac systems. 
The assumption is that, without the high, cravings will subside and so too will use. The fact 
that Vivitrol is effective for a month relieves a person of having to make a daily decision about 
taking this prescription medication and gives him time to work on treatment, counseling, and 
other activities related to sobriety.

Vivitrol offers great promise and many people have used it to very good effect. It is not 
intended for long-term use as a maintenance drug such as Suboxone or methadone. However, 
for it to be effective and not life-threatening, Vivitrol must be administered only under certain 
conditions and these warrant serious consideration. The medication guide explicitly states that 
the risk of opioid overdose is high if a person is taking Vivitrol and then uses opioid drugs. 
Because Vivitrol blocks the euphoria, a person may try to shoot through its blocking effects. 
Additionally, Vivitrol’s blocking effects decrease to the point of ceasing over the course of a 
month. Using opioid drugs in the same amounts of past usage may cause an overdose because a 
person’s tolerance has decreased.

This patient faces a profound existential question: should he try to save his life by risking 
his life? How is he to decide what to do? How is a course of treatment offered and then cho-
sen? Imagine that person is much like Henry Alline, whom James introduces in Varieties, who 
described himself, “In a storm, yet I continued to be the chief contriver and ringleader of the 
frolics for many months . . . though it was a total toil and torment to attend them” (James 2012: 
138). Alline clearly recognized the pull his friends had on him; not only was he vulnerable to 
the allures of the parties, he became the main instigator, all the while being tormented by his 
own actions. This is crucial self-knowledge that should also count as important information for 
a treatment provider.

It is more than sharing a timeline of using history; it is hearing the reasons he used and the 
understanding and the meaning he made of his use and progression to addiction. It is hearing 
about how it made him feel. It is hearing about the physical, social, and economic environ-
ments in which he used and the environments in which he will be trying to be sober. Knowing 
how and why a person came to treatment is one way to come to understand an addict’s misery 
threshold. Knowing a person’s treatment goals matters enormously as well. One needs to know 
the person and not just the medical condition.

Someone like S. H. Hadley might realize that effective treatment for him requires being 
“locked up” in some way or in a very rigid structure such as in-patient treatment or intense 
out-patient treatment. He might realize that he needs the supervision and high degree of 
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accountability that a drug court provides. In a drug court setting, participants often form bonds 
with other participants and also with the drug court team comprising judges, probation officers, 
therapists, police officers, and physicians. Making connections, fostering relationships, helping 
others to get and stay sober, making different (and better) life choices are all ways that people 
embody the final four criteria of Garcia—recognizing how others have helped, committing to 
moral improvement, recognizing shortcomings, and meeting obligations to self and others.

Effective treatment requires a great deal of time and dedication on the parts of both patients 
and professionals. In the United States it is not possible for the majority of people who need 
treatment (especially those with opioid dependence) to get it. The number of physicians who 
are certified to provide medication assisted treatment (MAT) is stunningly low compared with 
the number of people seeking help. The number of healthcare claims for people with opi-
oid addiction increased 3000% between 2007 and 2014. Recent changes to the Controlled 
Substances Act has increased the number of MAT patients a physician can see from 100 to 275 
but this falls far short of present need.

In theory, best practices for MAT resist the pull of “medical materialism” and reductionism 
by recommending a combination of medication, counseling, and behavior therapy. The real-
ity is that sky rocketing demand, time constraints, and insurance coverage complexities make 
it far more difficult to implement best practices for effective treatment. While it is true there 
are commonalities to addictions’ trajectories, each person is unique as is the development and 
progression of his addiction. This is precisely why first person stories must infuse any treatment 
program, but especially medically assisted treatment.

Conclusion

William James provides anyone interested in addiction with powerful stories and conceptual 
resources. He embodies epistemic virtues that lead to better knowing and, he would acknowl-
edge, better ways of living. There is an important role for James in contemporary discussions of 
addiction. Adopting a much more thorough going Jamesian approach provides a powerful coun-
ter balance to the scientization of addiction research and treatment. The more these questions 
are scientized and brought under an umbrella of scientific expertise, the more epistemic injustice 
may thrive. James invites and authorizes his readers to embrace their own epistemic authority 
with a deep and abiding humility. It is an invitation we ought all to accept.

Notes
1 Contra Julia Driver, ignorance of one’s achievement of sobriety seems misguided.
2 See Flanagan 2013.
3 This is preferable to the more contemporary notion of “rock bottom,” which many people use in a way 

that seems to mean losing it all. There’s a belief that one will be able to quit only when one loses it all 
and a companion belief that unless one has lost it all, one isn’t an addict. That’s bad logic.
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REACTIVE ATTITUDES, 
RELATIONSHIPS, AND 

ADDICTION
Jeanette Kennett, Doug McConnell, and Anke Snoek

Introduction

What happens to close relationships of love and friendship in addiction? How does the impact 
of addiction on those relationships affect the addicted person’s view of themselves and of their 
capacities for change and recovery? In this chapter we focus on the structure of close personal 
relations and diagnose how these relationships are disrupted by addiction. We draw upon Peter 
Strawson’s landmark paper ‘Freedom and Resentment’ (2008, first published 1962) to argue 
that loved ones of those with addiction veer between, (1) reactive attitudes of blame and resent-
ment generated by disappointed expectations of goodwill and reciprocity, and (2) the detached 
objective stance from which the addicted person is seen as less blameworthy but also as less fit 
for ordinary interpersonal relationships. We examine how these responses, in turn, shape the 
addicted person’s view of themselves, their character and their capacities, and provide a negative 
narrative trajectory that impedes recovery. We close with a consideration of how these effects 
might be mitigated by adopting less demanding variations of the participant stance.

Psychological visibility, self-knowledge, and interpretation

As social, embodied creatures we build our view of ourselves through physical and social inter-
actions and through the interpretive practices that characterise different social relationships. Our 
interactions with inanimate physical objects, for example, can reveal and develop in us a variety 
of qualities, e.g. the strength to lift an object or the agility to climb over it. Our interactions with 
other animals, such as pets, who can respond to our intentions and attitudes go further than this 
by rendering us psychologically visible to ourselves, e.g. as threatening, playful, or affectionate – as 
possessing certain personal qualities, capacities and temperament (Branden 1993). Psychological 
visibility, however, is largely a function of our interactions with other human agents and the 
feedback that those interactions provide. Consider first the multitude of trivial and complex 
interactions that fill our day. We buy bus tickets, go through the supermarket checkout, greet 
colleagues, run meetings, ask for or provide directions, send texts, update our status on social 
media, order coffee. Through these interactions and the responses of others to us within them, 
we gain information both about what we are like and what is expected of us.
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Much of this information is revealed via the other’s range of emotional reactions to us: a 
yawn suggests I am boring, while a hurt expression might reveal that I was rude. Such responses 
may challenge or confirm the view we have of ourselves. I thought my joke was funny but 
others see it as lame. I thought I was being admirably blunt but I am coming across as rude and 
arrogant. Where there is a mismatch between the view we have of ourselves and the view we 
get through others’ eyes we might try to reconcile them in a number of ways. I might modify 
my behaviour and responses so that you will see me the way I wish to be seen. Your raised eye-
brow response to my miserly tip might trigger shame and prompt me to be more generous next 
time. In doing so, I bring my behaviour into line with the person I want to be, or at least with 
prevailing social norms. Alternatively, I might challenge or dismiss your interpretation of me. 
In one-off interactions perhaps this is easily done (she just can’t take a joke) but, in interactions 
over time, a consistently negative response from others will be hard to ignore. Then I might 
internalise the other’s view of me. If I come to see myself as clumsy in word or deed I will likely 
not attempt tasks that require finesse or dexterity. If I see myself as boring I may be less inclined 
to engage socially for fear of rejection. If I have a stigmatised social identity – e.g., that of an 
addict – the range of interactions available to me narrows and the negative feedback, even in 
casual interactions, becomes consistent. This also can have profound effects on my agency – my 
view of what I can do and how I can do it.

The participant stance, the reactive attitudes, and effective agency

Peter Strawson (2008) has pointed out the very great importance that we place on the attitudes 
of others in our interactions with them. In particular, Strawson focuses on a subset of our emo-
tional reactions to each other that specifically communicate our moral expectations – the reactive 
attitudes. We expect people to act towards us with goodwill; when they do, we respond with 
gratitude and with forgiveness for unintentional harms. When they violate those expectations, 
we respond with resentment and hurt feelings. The reactive attitudes are, on this account, cen-
tral to praise and blame. When we are prepared to expose others to the reactive attitudes we 
take what Strawson calls the ‘participant stance’ towards them.

Adults, he suggests, take the participant stance by default because they assume each other to 
be morally responsive and responsible agents capable of adjusting their behaviour and attitudes 
in the light of the demand for goodwill and the feedback on their behaviour provided within 
this stance.1 They must assume, that is, that the other has the set of agential capacities associated 
with autonomy, notably for moral understanding, self-reflection and self-control. The partici-
pant stance thus helps render the agent morally visible to herself as an equal moral agent and a 
member of the moral community and subject to mutual obligations within it. Specific instances 
of reactive attitudes help her to learn about her particular qualities that have a moral valence, 
such as degrees of generosity, trustworthiness, and consideration of others. Unexpected reactive 
attitudes alert her to the fact that she has lost control of a moral aspect of her appearance. When 
the reactions of others are as the agent expects, they allow her to proceed with confidence 
because they indicate that she appears as she hoped to.

By contrast, we adopt what Strawson calls the ‘objective stance’ when the other’s actions are 
consistently unmodified by our responses to them. We come to believe that they are incapable 
of ordinary adult relationships either because they lack the relevant agential capacities or refuse 
to exercise them. Strawson gives the example of the ‘hopeless schizophrenic’ (2008, 8), others 
include those with late-stage dementia. When faced with such individuals, Strawson thinks we 
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give up the disposition to resent or blame them for their harmful actions; we move, and should 
move, to the objective stance (2008, 9). From the objective stance, the other is seen as a problem 
“to be managed or handled or cured or trained; perhaps simply to be avoided” (2008, 10). The 
objective attitude may involve some emotions, such as repulsion, fear and pity, but not “the 
range of reactive feelings and attitudes which belong to involvement or participation with others 
in inter-personal human relationships” (2008, 10). However, Strawson also notes that we may 
also use the objective attitude as an escape from the strain of involvement with others (2008, 
18). Certainly it is a stance that can characterise, in particular, professional interactions with 
groups such as delinquent adolescents, or, in the present case, people who are addicted. In these 
cases, the objective attitude is damaging insofar as it limits the kind of self-visibility available 
to those targeted by it. Those targeted may come to see themselves as things to be managed, 
handled, cured, trained, feared or pitied, rather than as capable and morally responsible agents.

Close relationships – families and friends

In normal circumstances, the effects of brief negative interactions in the public sphere on identity 
and sense of agency are outweighed by positive experiences in our more intimate relationships.  
Friends and family typically provide more charitable interpretations of the agent protecting her 
against rude shopkeepers, thoughtless co-workers, distant doctors or patronising social workers. 
My clumsiness might be interpreted to me as endearing rather than irritating; my labouring a 
point is seen by those who love me as indicative of an admirably deep concern about an issue 
rather than as pedantic and boring. Furthermore, friends and family know the agent’s history 
and interact with her in various intimate situations so they can provide richer, more insightful, 
diachronic interpretations of the agent than others.2 It is therefore not surprising that friends 
and family tend to shape the agent’s self-concept more thoroughly than others do. Familial 
relationships and close friendships, however, contribute to our identities in different ways, 
and so these relationships are likely to be affected in somewhat different ways when one party 
develops an addiction.

We claim, following Cocking and Kennett (1998), that close friendships are marked by a 
heightened mutual receptivity to our friends’ ways of seeing us and to being directed by their 
interests. So, for example, I will typically be more open to activities that I have no anteced-
ent interest in, such as going to the opera, if asked by my close friend than by my parents or 
a casual acquaintance. Similarly, we are more receptive to close friends’ interpretations of us 
than those of mere acquaintances and our friend’s interpretations and enthusiasms may encour-
age us to develop in new ways and strike out in new directions (e.g., “You have a great voice. 
You should join a choir”). Indeed, it is arguably an essential characteristic of close relationships 
that each remains responsive to a degree of shaping by the other. It is this characteristic of 
close friendship that explains the particularity and intimacy of friendship (Cocking and Kennett 
1998). Conversely, friendships become more distant and prone to the display of negative reac-
tive attitudes to the extent that one or both participants feels that the other is insufficiently 
responsive to her interests and fixed in her interpretations. In such cases, the agent may feel that 
her friend no longer sees her.

By contrast, our identities within the family – who we are within the ‘us’ of the family – is 
less open to mutual shaping by the participants. These identities are in significant part a func-
tion of shared history and propinquity and, as David Velleman (2005) points out, of family 
resemblance. We inherit our family history. We grow up with our parents and siblings. There 
is of course interpretation and direction in families, lots of it, but it tends to be guided and con-
strained by that same family history, family resemblances, and role relations within the family.3 
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Identity within the family, therefore, tends to be more fixed than in friendships. I am the clever 
one, or the sporty one, the one who can be relied upon. This is usually – where the identity is 
positive – a good thing. Family relationships provide a necessary anchor for my agency – and a 
port to which I can return – whereas friendships (especially newer ones) can provide a space for 
exploration, for the trying on of new identities and new characteristics.

Given the importance of these close relationships to our self-understanding, self-concept, 
and sense of efficacy, loss or damage to a close relationship can affect our agency and identity 
in multiple ways. When we lose a close relationship, we may lose a sense of who we are, of 
our place in the world and our capacities to realise our plans and achieve our goals. There is 
no guarantee, for example, that others will see me as my family member or friend does. So, if 
our relationship founders, my view of myself as feisty rather than aggressive, or as having a sub-
versive sense of humour rather than being simply obscure, may be lost and my identity will be 
less robust in the face of less charitable interpretations or the social invisibility that a stigmatised 
group membership may bestow.

We argue that in severe cases of addiction the addicted person’s ability to play their part in 
the relationships just described may be quite limited; they may lose not one relationship but 
many, and so they are particularly vulnerable to the threats to identity, visibility, self-esteem and 
self-efficacy that the loss of relationships carry and to the imposition of a new addict identity.

How does addiction do this? Severe addiction is characterised by a narrowing of interests 
and attention to the pursuit and consumption of the drug of choice. Marc Lewis talks about the 
hourglass shape of addiction:

They start out unique: each person begins with his or her own specific culture, family 
environment, level of education, personality, social network, personal secrets, and all 
the rest. But then, when addiction takes hold, these lives start to look exactly the same. 
Regardless of whether it’s cocaine, opiates, alcohol, or even food, that wide range of 
individual differences shrinks to a narrow tube – the middle of the hourglass.

Lewis 2012

In the middle of the hourglass, the addicted person is not (for the most part) directly respon-
sive to others’ interests or to their interpretations and has little to offer in return. They are 
impaired for forms of intimacy that require an interest in and capacity to focus upon the other 
person for their own sake, to undertake joint activities and develop joint interests. And they 
are unfit for family relationships that require fulfilling a certain role and abiding by the norms 
that govern the role – playing one’s part as a son or daughter, sibling or parent. They are no 
longer the sporty one, or the reliable one, as previous interests and pursuits are lost. Moreover, 
this narrowing and rigidifying of interests is exacerbated when they treat their friends and 
families instrumentally, as a source of money or free shelter and food, and abuse their trust. 
When this happens repeatedly, loved ones typically respond to the addicted person with anger, 
blame and resentment. Ultimately they may move to the objective stance in order to protect 
themselves, and the individualised interpretations of personality, character and actions previ-
ously offered in their intimate relationships may be replaced by the stereotype of the addict. 
We now explore in more detail this process and its effects.

The participant stance and the shaping of self-concept in addiction

As noted above, in many (but obviously not all) cases of addiction, the addicted person treats 
their friends and family poorly, making unreasonable demands for money, stealing from them, 
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breaking promises, and generally acting with disregard for their interests. They thus violate the 
most basic interpersonal expectation of goodwill as well as the relational expectations of par-
ticularised care and concern. Friends and family initially respond from within the participant 
stance with resentment and blame – holding the addicted person responsible for their actions. 
The addicted person also often exposes his family to negative reactive attitudes when they refuse 
his demands.

He would go to my mum ‘shut up’ and then it would get to the stage he would actu-
ally lose it, shout and bawl. If my mum went like that, ‘right, just get out of the house’ 
he would shout the whole way down the close [tenement stairwell] . . . and the whole 
way down the street he would be shouting ‘ya fucking bitch’ (Sibling, Martina).

Barnard 2007, 32

Typically, a feedback loop of resentment develops because family members resent being the tar-
get of the addicted person’s unreasonable resentment. It is also common for the addicted person 
to seed resentment between other family members and then subsequently be resented for having 
had that effect on the family.4

I was very angry with them [his brothers and sisters], very resentful towards them. It 
works both ways because they become very resentful towards you. . . . In harming 
himself he was effecting the whole family . . . everyone’s emotions are all shot up 
(Parent: Ms Garvey).

Barnard 2007, 29

Eventually the addicted person’s actions are suspected of being manipulative by default. The 
lack of trust severely limits the kinds of interactions the addicted person can have with their 
friends and family.

It’s always money, money, money. And I mean it makes me cringe when he puts his arm 
around me and he’ll say ‘I love you ma’ and I push him away because I know it’s not 
genuine . . . And it’s terrible to do that with . . . But I can’t help it (Parent: Mrs Blain).

Barnard 2007, 33

When an embrace with one’s mother is returned in kind, one usually becomes visible to one-
self as someone who expresses love and is a worthy recipient of love. However, if the embrace 
is rejected, that makes one visible to oneself as someone who is not loved, someone who is 
manipulative and doesn’t express love.5

As the content of the addict’s self-concept becomes entrenched, the addicted person begins 
to draw on it to frame her experience and her plans.

I was worried about what other people were thinking about me and you know being 
an addict and . . . I come from a good family and you know (. . .) I can fit in that 
group if I want to, but I know that I’m an addict (. . .) I think that they can see it, you 
know? (Nicole).6

Once one sees oneself as an addict, that self-concept more easily makes sense of experiences 
that fit with being an addict, e.g. others seeing one as an addict. Furthermore, plans that fit with 
being an addict make more sense so that recovery seems less achievable for someone like her.7
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Consistent negative reactive attitudes from others also erodes belief in the effectiveness of 
one’s agency more generally and undermines self-efficacy.

People’s perception of me is so important now because I’ve ruined half of it. And I 
don’t deny that that’s my doing but to have them believe in me again is so important. 
And I can’t even look at you in the eye ’cause I wonder if you think I’m even telling 
you the truth. This is how I feel . . . I’m so scared that people are going to judge me 
that I don’t know whether . . . what I’m saying is worth it or not (Diana).8

Diana exhibits low self-esteem (I don’t know whether what I’m saying is worth it); a suspicion 
that she is seen as untrustworthy (I wonder if you think I’m telling the truth), which might 
show a lack of self-trust; and a lack of self-respect (I can’t look you in the eye). Such negative 
self-evaluations are reinforced by the negative attitudes directed at her by others and they are 
particularly detrimental because they undermine the self-authority needed for recovery and 
agency in general (Mackenzie 2014). Diana admits a role in ruining people’s perceptions of her 
but that doesn’t mean she can repair those perceptions on her own. In fact, she recognises that 
she needs others to “believe in her again”, to believe that she is worthy of some trust, respect, 
and esteem. If they do, they will help her to re-establish the self-authority she needs to direct 
her own recovery.

Exposure to negative reactive attitudes within the participant stance accelerates relationship 
difficulties as the addicted person is motivated to distance himself from negative reactive atti-
tudes and the associated disvalued self-image.

You start to use and you turn your back on everybody for fear of being caught. And 
then you just become so selfish about wanting to feel better rather than . . . and so you 
turn on all your morals, all your principles and values, yeah (Tom).9

The addicted agent often feels intense shame and guilt because, between periods of intoxication, 
they are well aware that their behaviour conflicts with their values and those of the people in 
their close relationships (Flanagan 2013). Because our close relationships make us particularly 
visible to ourselves, participation in these relationships will tend to elicit shame and so the 
addicted person is motivated to withdraw from them.

Close friends and family can often see that guilt and shame are compounding the problems the 
addicted person faces. This recognition can motivate a different reactive attitude – forgiveness. 
Forgiving involves

ceasing to have towards the wrongdoer the retributive reactive attitudes that her 
wrongdoing supports, without changing our judgments about the wrongness and cul-
pability of her action. . . . Forgiving makes sense when our concern is with giving 
them a chance to be different in the future.

Allais 2008, 20

Therefore, forgiveness should help alleviate guilt and support self-forgiveness, which should 
help alleviate shame. Indeed, forgiveness and self-forgiveness do seem to be important for an 
ultimately successful recovery from addiction (Weaver, Turner and O’Dell 2000). However, it 
seems that, typically, forgiveness is unhelpful when the other is still in the neck of the hourglass 
of addiction. By forgiving before the addicted person is ready to begin to “be different in the 
future”, friends and family set the addicted person up for failure and fresh resentment. Families 
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may thus cycle between forgiveness and resentment, with it becoming progressively harder to 
forgive each time. Friends who lack the ties of obligation to the addicted person may simply end 
the relationship as the addicted person fails to engage in the mutual interpretation and shaping 
of interests and concerns that are constitutive of close friendship. In summary, close relationships 
become more distant as the non-addicted parties protect themselves from the destructive behav-
iour of the addicted person and the addicted person avoids the painful self-visibility provided 
by friends and family.

The addicted person’s participation in their close relationships is often largely replaced by 
participation in relationships with drug-using acquaintances. This is partly pragmatic; these rela-
tionships help the agent secure and use drugs. However, many addicted people also report feel-
ing more comfortable with these acquaintances.

The only time I feel comfortable is around other drug addicts and other people who 
are on substance because they accept [me] no matter what and I’m a pretty hard person 
to tolerate at times (Julia).10

We would expect these interactions to be more comfortable because they generate a less con-
fronting self-visibility. Addicted people are less likely to expose each other to negative reactive 
attitudes for using drugs and they might be more sympathetic, understanding, resigned, or apa-
thetic to behaviours that draw resentment in non-addicted circles. Despite being more comfort-
able, however, these relationships often lack an important defining feature of close friendship: 
participants in these relationships are not usually open to shaping each other in ways outside of 
their shared interest in securing and using drugs. Indeed, people trying to cease using drugs often 
report negative feedback from their drug-using acquaintances.

The other addicts aren’t really . . . they don’t want to see someone get on with their 
life ’cause then . . . oh this is what I think, then . . . it’s saying to them, maybe you can 
do this but they don’t want to . . . they’re comfortable. . . .’cause I notice when I’m 
going well, no-one’s that happy and it’s like no-one wants to give you a shot when 
you’re hanging out but when you’ve been clean for six months everyone wants to give 
you a shot (John).11

A shift to the objective stance

When an addicted person displays consistent disregard for herself and others despite resentment 
or forgiveness this appears to make her an appropriate target of the objective stance, i.e., as 
someone to be managed, handled, cured, trained or simply avoided. We certainly see examples 
of people taking the objective stance to addicted people:

Oh I know the person that’s using the drugs is not the son I had, I understand that, 
that’s a shell of the person I knew . . . I mean all I see is an addict, I don’t see my son 
anymore because I know that’s not my son, definitely isn’t my son (Parent: Mr Bell).

Barnard 2007, 50

The effect of such invisibility and exclusion from social interaction on the agent’s self-authority 
is particularly severe.
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You’re a drug addict person. People look to you . . . a different way . . . they judge 
you, they’re scared of you, lots of things. Different from . . . normal people. . . . You’re 
really low, you’re just like nobody (Hien).12

Indeed, as Strawson recognises, taking the objective stance for too long is incompatible with 
human interactions. “Being human, we cannot, in the normal case, do this for long, or alto-
gether. If the strains of involvement, say, continue to be too great, then we have to do some-
thing else – like severing a relationship” (Strawson 2008, 10). So the objective stance too, leads 
to a breakdown of the relationship and certainly to a loss of the intimacy and security that close 
relationships provide.

Moreover, the objective stance may be based upon, and nurture, the belief that the outcomes 
of addiction will be determined by something that is independent of the efforts of the addicted 
person.13 If addiction is seen, for example, as an illness or a disease, the progress of which is out-
side the voluntary control of the addicted person, then friends, family and the addicted person 
themselves should defer to the experts on treatment and management of the condition. Such a 
view of addiction can provide relief to all parties from painful blame and shame, but it comes 
at a cost both to the relationships and to recovery. In taking the objective attitude, the addicted 
person’s behaviour may be viewed entirely mechanistically – as caused by forces external to 
their agency to which they are largely helpless onlookers. But if recovery actually requires at 
least some effort from the addicted person (Pickard 2012), the objective stance might compound 
addiction by discouraging significant others from both the belief that such efforts can be effec-
tive and/or that the addicted person is capable of making them. This leads to a sense of fatalism 
in their attitude towards the addicted person as they give up on the prospects of re-engagement 
and recovery. While they may continue to love their friend or family member they step back 
from more active forms of engagement.

I’d be very surprised if any of my boys get through this, now, the two that’s using. I 
think the best I can hope for is burying them . . . I don’t think they’ll get through this, 
you know, it’s been too long now (Parent: Mr Merrick).

Barnard 2007, 50

Similarly, addicted persons frequently end up adopting a resigned and fatalistic stance towards 
their lives and their addiction (Kennett 2013). Repeated experiences of failure to live up to their 
obligations, of other’s disappointment and anger with them, and their own shame at their behav-
iour, results in a loss of confidence in their ability to exert control over their circumstances, to 
play their part, and to shape the lives they would value having and the people they would value 
being. They become onlookers rather than participants in their own lives, sharing others’ bleak 
assessments of the likely outcome of their addiction. We can see evidence of addicted people 
internalising the objective stance in the fatalistic stories they tell about their pasts and futures. 
When asked where he saw himself in one year’s time, one study participant said, “Probably 
exactly where I am now. Exactly where I am now” (Howard). Another respondent said:

When I’m in the throes of addiction and I’m trying to stop and I can’t stop, my head’s 
going this is who you are. I can accept that you know what I mean. That’s . . . as weird 
as that sounds I can accept that I’m a junkie. I’m . . . my life is over and this is what I’ll 
be until I die. It’s the only way I can stop is to die” (Dan).14
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A modified stance: rebuilding relationships and resolving the dichotomy

For the addicted person, the participant and objective stances present a detrimental dichotomy 
that makes maintaining relationships difficult and recovery less likely. The participant stance 
as laid out by Strawson demands a level of responsiveness to others and responsibility in dis-
charging obligations that is beyond that which the addicted person can consistently achieve. 
Conversely, the objective stance assumes the other lacks the capacities needed to play their part 
in inter-personal relationships tout court, when, for the most part, addicted people retain this 
capacity to a significant extent. As Jennifer Radden notes, it is cruel and unjust to treat some-
one as having more autonomy than they do but, equally, to treat them as having less than they 
do (2002, 399). The above discussion has explained how both injustices have compounding, 
detrimental effects.

The mistake has been to think that engagement from within the participant stance must pre-
sume and require equal responsibility and capacity of the parties or else it is somehow defective 
(Kennett 2007). This is not how human relationships (or human–animal relationships) work. 
It is possible to navigate a middle path where one participates with the other in a way that is 
sensitive to their present capacities for engagement and responsiveness and so keeps the door of 
the relationship open to both parties. There are a multitude of valued ways in which we can, 
and ordinarily do, engage with and shape each other that don’t depend on particularly high 
levels of autonomy or moral responsibility. I can value your appreciation of slap-stick, your 
melodramatic involvement in watching your sports team, your ironic commitment to a brand 
of beer, your clumsiness, your warmth, your laugh, your particular facial expressions. None of 
these things depend strongly on the kinds of developed agential capacities that underwrite and 
justify the reactive attitudes of indignation and blame with which we began our discussion. We 
commonly adjust our responses and expectations in the light of facts about the other, their sen-
sitivities, capacities, and so on, without abandoning the participant stance. A father, for example, 
chooses a slap-stick comedy rather than a political satire to watch because he is tailoring the 
activity to his son. He chooses something they can enjoy together and there is nothing defective 
about such a choice or such an interaction. Even among friends at the bar a similar thing can 
happen: if the conversation happens to drift into one person’s area of expertise she doesn’t hold 
her friends to the same standards as her colleagues (and her friends might only have a partial 
grasp of the way she is holding back).

In addiction-affected relationships, the potential for mutual shaping and responsiveness can 
often be improved by choosing (and limiting) times for interaction to when the addicted 
person is neither intoxicated or craving, and by selecting activities that will highlight the posi-
tive aspects of their character and be mutually enjoyable. Perhaps mention of drug policy will 
set my friend off on a rant about his mistreatment by the state and, I suspect, this shifting of 
responsibility and associated self-pity is unhelpful in his recovery. Better to watch a movie 
that appeals to our shared sense of humour or shoot a few hoops in the backyard. Families and 
friends can try to scaffold experiences that maintain narrative threads with the pre-addicted 
self, draw upon retained skills and capacities, and connect to different possible futures, even 
while recognising the addicted person’s currently limited capacity for reciprocity. Where they 
do succeed in sharing a pleasant meal, a cup of coffee or half an hour shooting hoops that can 
be enough for that time. Each positive interaction provides positive visibility for the addicted 
person. In that moment they can see themselves as holding up their end of the relationship, as 
valued, and as loved.
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Despite efforts to tailor the scope of the interaction appropriately, the addicted person might 
still sometimes act in blameworthy ways, particularly when they are in the neck of the hour-
glass of addiction. Furthermore, even when they have emerged from this phase and are seeking 
paths to recovery there is likely to be a history of blameworthy events that haven’t yet been 
fully resolved. In response, the non-addicted person can be tempted back towards either pole of 
the dichotomy. The objective stance would relieve them from the effort of resenting and may 
justify (or rationalise) withdrawal from the relationship. The participant stance appeals because it 
defends one’s own value as someone who deserves goodwill. It also communicates the hope that 
the other could be better and, outside of addiction, this pressure often works. Unfortunately, for 
those suffering from addiction it often asks too much of them too soon.

In the face of blameworthy behaviour, perhaps we can modify the participant stance so that 
we communicate the breach of our expectations but without the negative effects of the usual 
reactive attitudes surrounding blame. This seems to be the approach that Hanna Pickard (2017) 
suggests when she distinguishes affective blame from our practices of judging and holding oth-
ers responsible for their actions. Affective blame is the normal response in the participant stance 
and involves resentment. In practices of responsibility without blame, however, resentment is 
suspended, but the addicted person is still held to be accountable for their actions and explicitly 
seen as capable of doing better. This, Pickard argues, is essential to recovery since the addict 
must also see themselves as the agent of their own recovery.

Conclusion

The dynamic between an addicted person and their friends and family is often an important 
contributor to the chronicity of addiction. Friends and family take the participant stance by 
default and expose the addicted person to consistent resentment. As a result, the addicted person 
suffers from guilt and shame and becomes visible to himself as a drug-user who deliberately 
treats others with ill will. As he internalises this self-concept, although he maintains his status as 
a person capable of moral responsibility, he sees himself as a bad person who is undeserving of a 
better life and for whom continued drug-use makes more sense than recovery.

The addicted person’s consistent irresponsiveness (if not insensitivity) to reactive blame and 
resentment may then lead friends and family to take the objective stance, treating the addicted 
person as a problem to be managed. This undermines the addicted person’s status as a moral 
equal and encourages him to develop a fatalistic self-concept at odds with any exercise of 
agency including that required for recovery. Both participant and objective stances encourage 
a mutual withdrawal from close relationships, which tends to leave the addicted person with 
just their drug-using relationships. This unbalanced social environment provides few opportu-
nities to develop and maintain the variety of non-drug-using identities and capacities necessary 
for recovery.

However, we are neither forced nor normatively required to choose between the full par-
ticipant stance or the objective stance in our dealings with addicted people. Not all valuable 
intimate relations need to presuppose full autonomous agency and we have argued that it is pos-
sible to establish or maintain areas of genuine reciprocity with persons whose agency and social 
responsiveness is underdeveloped, impaired, or intermittent. This is a worthwhile endeavour 
for families and friends of addicted persons that supports the addicted person’s agency and self-
concept while providing some protection from the worst impacts of a loved one’s addiction.
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Notes
 1 There is a considerable debate about the order of explanation in Strawson (see Todd 2016). Is respon-

sibility constituted by our actual practices of praise and blame or are these practices appropriately 
constrained by features of the agent themselves? We assume the latter for the purposes of this chapter.

 2 Of course, the interpretations provided by friends and family are not always more accurate than that of 
others. Friends and family can develop set views of a person rooted in their shared history so that their 
interpretations are less responsive to changes in the agent. Similarly, friends and family may be more 
prone to collude with a person’s false self-image because they want to support her. Those less involved 
with the agent will be less affected by these sources of bias; however, the relatively narrow, less intimate 
nature of their interactions with the agent prevents their interpretations from having a particularly per-
vasive influence on the agent’s self-concept.

 3 Long-running friendships also exhibit these characteristics to some extent because, here too, the shared 
history constrains how the other is prepared to see us. There may not be, therefore, such a sharp dis-
tinction between family relationships and longer-running friendships. However, familial relationships 
involve the longest shared histories (often from birth) and are influenced by family traditions and expec-
tations that predate one’s birth. So, identities within the family are typically less malleable than in even 
our longest friendships.

 4 The addicted person may also be resented for harming the family’s reputation. The family becomes 
the target of stigma. “It is [shameful] . . . because some of the times she’s went in and she’s stole other 
people’s kids toys and they come up and say ‘She stole out the house.’ And you go out and you feel it, 
you see the heads going and maybe you’ll walk up and they’re going on ‘Aw see these f ’ing junkies. The 
bane of our life.’ (Parent: Ms Nugent)” (Barnard 2007, 30).

 5 It might even suggest a self-concept of being unlovable and incapable of expressing love. That, more 
serious, psychological move is indicative of the objective stance as we explain below.

 6 From interviews conducted by Anke Snoek for the Australian Research Council funded Project: 
Addiction and Moral Identity.

 7 For a detailed discussion of this phenomenon see McConnell (2016).
 8 From interviews conducted by Anke Snoek for the Australian Research Council funded Project: 

Addiction and Moral Identity.
 9 From interviews conducted by Anke Snoek for the Australian Research Council funded Project: 

Addiction and Moral Identity.
 10 From interviews conducted by Anke Snoek for the Australian Research Council funded Project: 

Addiction and Moral Identity.
 11 From interviews conducted by Anke Snoek for the Australian Research Council funded Project: 

Addiction and Moral Identity.
 12 From interviews conducted by Anke Snoek for the Australian Research Council funded Project: 

Addiction and Moral Identity.
 13 In most cases, it is clear that the addicted person desires to recover and so his failure to consistently 

respond to the reactive attitudes may be seen by him and others as evidence that he lacks the agential 
capacity, not that he refuses to use that capacity.

 14 From interviews conducted by Anke Snoek for the Australian Research Council funded Project: 
Addiction and Moral Identity.
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CONTINGENCY MANAGEMENT 

APPROACHES
Kristyn Zajac, Sheila M. Alessi, and Nancy M. Petry

Overview

Contingency management (CM) is an evidence-based addictions treatment that provides tan-
gible reinforcers for engagement in positive behaviors (e.g., abstinence from substance use, 
attending treatment). The primary goal of CM is to reward behaviors that are inconsistent with 
continued substance use. This technique is based on the principles of operant conditioning or 
the idea that an individual is more likely to repeat a behavior that is rewarded. Contingency 
management has been successfully applied to a range of substance use disorders in a variety of 
settings, as described in detail below.

This chapter provides a brief overview of the principles of effective CM and the types of 
reinforcers that have been shown to be effective in treating addictions. It also describes the cur-
rent state of the science, summarizing results of key studies evaluating CM. Because CM has 
not been widely studied with other addictive behaviors (e.g., gambling, food addiction), the 
primary focus is drug and alcohol addiction. Finally, issues related to implementation of CM in 
real-world settings are discussed.

Principles of effective CM

Contingency management for substance use disorders typically involves providing a reinforcer 
for abstinence from substance use or for attending treatment sessions. Reinforcers are typically 
either vouchers that can be exchanged for goods or services or draws from a prize bowl that 
represent chances to win prizes. The pros and cons of these two options are discussed below. If 
the patient attends treatment (in CM for attendance) or provides a negative drug screen (in CM 
for abstinence), he or she earns the reinforcer. If the patient misses treatment or provides a drug 
screen indicating substance use, he or she does not earn the reinforcer and may receive a mild 
punisher, such as a lower value reinforcer the next time attendance or abstinence occurs.

Each of the principles described below are empirically related to better patient outcomes. 
Thus, adherence to these principles in designing a CM program for a given treatment center or 
patient is key to realizing positive effects on substance use. For a detailed step-by-step guide to 
CM implementation, see Petry (2012).
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First, the target behavior must be objectively defined. The behavior must be feasible to assess in a 
clinical setting and verifiable by the clinic staff. If the CM plan is designed to reinforce abstinence, 
biological measures, such as urine drug screens or breathalyzers for alcohol, should be used. It is 
also important to take into account the testing windows of biological measures. For example, urine 
tests for cocaine or opioids generally need to be administered two or three times per week at least 
48 hours apart, to ensure no use occurred during the week. Breath tests for smoking or alcohol 
typically require multiple tests daily due to shorter windows of detection. Another easily measured 
behavior is attendance. Other behaviors can be targets for CM; however, a common pitfall in 
designing CM plans is choosing behaviors that can be difficult to track and verify (e.g., use of cogni-
tive behavioral skills between sessions) and, therefore, are not ideal for reinforcement.

Second, the target behavior must be measured and reinforced with high frequency. An ideal 
CM plan would withhold reward following every instance of substance use and, conversely, 
provide frequent access to reward when abstinence is achieved and maintained. Tests must be 
strategically scheduled so that carryover effects of substance use from one test to the next are 
minimized and reinforcement opportunities are maximized. Thus, most substance use must be 
assessed at least twice per week and preferably three times per week in the early stages of treat-
ment (Cone and Dickerson 1992; Saxon et al. 1998). In addition to ensuring higher accuracy in 
reinforcing actual abstinence throughout the week, high frequency measurement and reinforce-
ment, especially early in treatment, allows patients to learn the relationship between abstinence, 
the drug screen result, and the reinforcement.

Third, immediacy, or the reinforcement of a behavior as soon as possible after it occurs, is 
important to effective CM. In an ideal scenario, a decision to refrain from substance use would 
be reinforced right after it occurred in the real world, as immediate reinforcement is the most 
powerful motivator in learning new behaviors (Zeiler 1977) and is more effective than delayed 
reinforcement (Roll et al. 2000). Although this degree of immediacy is typically not possible, 
steps can be taken to reduce the time between abstinence and reward. These include frequent 
testing, as noted above, and use of instant office-based urine testing kits rather than sending 
urine samples out to the lab for testing, which can take several days.

In general, higher magnitude rewards increase treatment response rates (Lussier et al. 2006), 
and rewards must be of sufficient magnitude to compete with substance use. At the same time, 
the costs of providing a CM program must be reasonable and sustainable for treatment facilities. 
When using voucher-based CM (i.e., patients earn vouchers that can be exchanged for desired 
goods for each negative urine screen), patients can typically earn up to $1,200 in rewards, 
with average earnings around $600 over 12 weeks (Higgins et al. 1994; Silverman et al. 1996). 
Reducing the value of vouchers is not recommended, as this practice decreases CM’s effective-
ness (e.g., Higgins et al. 2007). Prize-based CM is an alternative to voucher-based CM, in which 
patients earn chances to win prizes for submitting negative drug screens. Because patients do not 
earn prizes for every negative test, costs can be lower than in voucher-based CM, and studies 
have found that these two approaches have similar efficacy (e.g., Petry et al. 2005c).

Another key feature of effective CM is escalating rewards for sustained abstinence. For 
example, a patient may win one chance for a prize the first time they provide a negative 
screen and then two for the second consecutive screen, three for the third consecutive screen, 
et cetera. When implementing escalating rewards it is recommended to have a “reset” back 
to the lowest value when patients provide a positive screen or fail to submit a scheduled sam-
ple (Holtyn and Silverman 2016). This serves as a mild punisher and increases the incentive 
to maintain abstinence for extended periods. Although escalating rewards add cost to CM 
programs, they also improve abstinence duration (Roll et al. 1996), which predicts long-term 
abstinence (e.g., Higgins et al. 2000a).



Contingency management approaches

457

Types of reinforcers

A number of different types of reinforcers have been found to be effective with CM. As a gen-
eral rule, reinforcers should be motivating to individual patients, be able to compete with the 
rewards associated with substance use, and be practical to provide in clinical settings. Here, we 
briefly review the pros and cons of a variety of potential reinforcers.

Vouchers have been widely used in CM studies (e.g., Higgins et al. 1994, 2000b; Silverman 
et al. 1996). As noted above, in this type of CM, patients earn vouchers for every negative drug 
screen, and these vouchers can be exchanged for useful or desirable items, such as gift cards to 
restaurants, bus tokens, or electronic equipment. The value of the vouchers escalates with con-
secutive negative screens. The advantages of vouchers are: 1) the items can be individualized to 
be appealing to each patient; 2) cash is not provided, which reduces the possibility of exchang-
ing rewards for drugs; and 3) programs can refuse to provide requested rewards that are not 
consistent with a drug-free lifestyle (e.g., gift cards to restaurants/stores that sell alcohol, drug 
paraphernalia, cigarettes, or weapons). However, a disadvantage of typical voucher programs 
may be the high per-patient cost for incentives, although high-cost programs may be needed 
and justified in some cases (Silverman et al. 2002). Additional costs include staff time in purchas-
ing rewards requested by patients, which adds considerably to the overall program cost. Thus, 
many clinics may find voucher-based CM difficult to finance.

Cash incentives can be used in the same manner as vouchers by providing the cash equivalent 
of vouchers and escalating the value with consecutive negative screens. In fact, cash incentives 
can reduce the overall cost of CM programs, as it eliminates the need for staff time to shop for 
individualized rewards. In addition, patients generally prefer cash over vouchers of the same 
value, which may make it a stronger motivator. However, there are some arguments against 
using cash incentives, including the concern that patients will use their rewards to purchase drugs 
or alcohol. These fears have been unfounded in the research on cash-based CM. Festinger et al. 
(2005) randomly assigned patients receiving outpatient drug treatment to receive either cash or 
vouchers in the amount of $10, $40, or $70 for completing a follow-up assessment. When patients 
were assessed again three days later, there were no effects of payment type or amount on new 
substance use. In a subsequent study, participants were randomized to either 12 weeks of voucher 
or cash CM for cocaine-negative urine screens or a non-CM control condition (Festinger et al. 
2014). Cash and voucher CM both increased longest duration of abstinence compared with the 
control group, and cash CM was not associated with risk of harm, including increased craving, 
gambling, or drinking. In addition, the frequent monitoring and reinforcement of abstinence that 
is part of CM diminishes the risk of negative outcomes related to providing cash.

Prize CM can be less costly than voucher-based CM. Rather than earning a reward for 
each negative screen, patients earn the chance to draw cards from a prize bowl. A standard 
bowl contains 500 cards; 250 cards are labelled with a supportive statement (e.g., “good job!”), 
210 are labelled ‘small prize’ and can be exchanged for a prize worth about $1 (e.g., toiletries, 
snacks), 39 are labelled ‘large prize’ and can be exchanged for a $20 prize (e.g., gift cards), and 1 
card is labelled ‘jumbo prize’ and can be exchanged for a prize worth $100 (e.g., DVD or mp3 
player). The number of draws escalates with each consecutive negative screen. The value of 
rewards for prize-based CM is generally much lower (maximum total expected value of about 
$400 for a 12-week CM program) compared with voucher-based CM (maximum values of 
$1,000–$1,200). Prize cabinets are kept onsite, which allows for the patient to receive incen-
tives immediately and reduces staff time for shopping. Studies have demonstrated that prize and 
voucher CM have similar efficacy when the amount earned is comparable (e.g., Petry et  al. 
2005c), and prize CM can be more cost-effective than voucher CM (Olmstead and Petry 2009).
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Research evidence

There have been decades of research supporting the efficacy of CM for both abstinence and 
treatment attendance across a range of substance use disorders. Randomized controlled trials 
have found positive results of CM for treating individuals with addictions to alcohol, opioids, 
benzodiazepines, marijuana, cocaine, nicotine, methamphetamine, as well as individuals with 
polysubstance abuse (see Prendergast et al. 2006 and Lussier et al. 2006 for reviews). Contingency 
management has also been shown to have positive effects on other important patient outcomes, 
including quality of life, HIV risk behaviors, and psychiatric symptoms (Hanson et  al. 2008; 
Petry et al. 2007, 2013). Although a comprehensive review of the CM literature is beyond the 
scope of this chapter, a few key studies are summarized.

The largest clinical trial of CM to date randomized over 400 patients with stimulant use disor-
ders to usual care or usual care plus CM (Petry et al. 2005b). The trial recruited from six outpatient 
community-based treatment centers across the US. The CM sessions occurred twice weekly for 
12 weeks. Patients assigned to the CM group earned draws from the prize bowl for stimulant-
negative screens, whereas those in the usual services group simply dropped off urine samples twice 
weekly. The CM patients achieved longer durations of abstinence (4.4 vs 2.6 weeks, respectively) 
and stayed in treatment longer than those in usual care. Another study with the same design 
recruited 338 methadone-maintained patients with stimulant use disorders (Peirce et al. 2006). 
Patients in the CM condition were twice as likely as those in usual care to submit stimulant-
negative samples and achieved longer durations of sustained abstinence on average.

Contingency management has also demonstrated consistent efficacy in improving treatment 
attendance, an important outcome due to high rates of missed sessions and dropout among 
patients with addictions. Contingency management for attendance allows patients to earn rein-
forcement for simply coming to treatment sessions, and reinforcement escalates for sustained 
periods of attendance. This approach can be readily implemented in either individual or group 
settings. In one study, methadone-maintained patients who abused cocaine were randomly 
assigned to standard treatment (which included group counseling) or standard treatment plus 
CM (Petry et al. 2005a). Patients randomized to CM could earn draws for attending group ses-
sions and submitting negative screens for cocaine. Compared with controls, patients in the CM 
condition submitted a greater proportion of negative cocaine samples (34.6% versus 16.8%) 
and attended more treatment sessions (6.6 weeks versus 3.0 weeks). Another study randomly 
assigned patients with substance use disorders to standard care plus frequent urine screenings 
or the same care plus CM delivered in a group setting (Petry et al. 2011). The CM patients 
earned chances to put their names in a hat by submitting negative screens and attending group. 
Therapists then drew names from the hat and awarded those patients chances to win prizes 
ranging from $1 to $100. Compared with controls, patients in the CM group attended more 
days of treatment, stayed in treatment for more weeks, and had longer durations of abstinence.

Contingency management in real-world settings

As discussed above, there is strong empirical evidence for the efficacy of CM from well-designed 
randomized controlled trials where treatment is delivered with a high level of fidelity. There 
is also growing interest in the translation of CM from research to practice through large-scale 
dissemination efforts. One of the largest of these efforts has been accomplished by the Veteran’s 
Administration, which initiated a nationwide rollout of CM in their substance abuse treatment 
programs in 2011, resulting in successful implementation of CM in nearly 100 clinics by 2014 
(Petry et al. 2014).



Contingency management approaches

459

A recent study evaluated the efficacy of CM when delivered entirely by community-based 
clinicians, rather than research staff (Petry et  al. 2012). Twenty three clinicians from three 
methadone maintenance clinics were trained on CM using a didactics seminar and a period of 
supervision during which clinicians delivered CM to pilot participants and received feedback 
from CM experts. Therapists were readily trained to high levels of CM treatment fidelity. 
There were some observed mistakes in the treatment delivery early on, but these improved 
quickly with feedback and weekly supervision. Following the training stage, 130 patients were 
randomized to CM with one of the community therapists or to treatment as usual. Patients 
in the CM condition earned the opportunity to win prizes by submitting negative screens 
for cocaine and alcohol. Compared with the control group, CM patients stayed in treatment 
longer, achieved longer durations of abstinence, and submitted a higher percentage of negative 
urine drug screens. Thus, results indicate that community-based therapists can deliver CM with 
positive effects on patient outcomes.

Although this research indicates that CM can be delivered in the community with a high 
level of effectiveness, there are important considerations and potential barriers that need atten-
tion when implementing CM programs. The first is related to funding of the CM programs. As 
noted earlier, there are several costs associated with CM in addition to the costs of prizes. These 
include urine drug screens, administrative time for shopping for prizes, and costs related to 
training and supervision of clinicians. It is not recommended that agencies implement a version 
of CM that significantly diminishes the value of the prizes, as this will also reduce the effec-
tiveness of the program. However, choosing a prize-based CM program may help to reduce 
costs. It may also be possible to solicit community donations for gift cards and goods that can 
serve as prizes. Available data on the cost-effectiveness of CM is favorable, particularly in light 
of the costs associated with continued substance abuse (Olmstead and Petry 2009). Ultimately, 
treatment communities, insurers, political forces, treatment consumers, and communities will 
determine the acceptability of the cost–benefit ratio of CM.

A second consideration for CM implementation is the provision of sufficient training and 
supervision of clinicians. As highlighted in the CM implementation studies as well as the larger 
literature on evidence-based treatments, adherence to the treatment model is key to producing 
favorable patient outcomes. Further, research suggests that counselors rarely implement CM 
as intended (42% of the time) when only minimal feedback was provided (Andrzejewski et al. 
2000). In that study, CM adherence was greatly improved by either simply providing feedback 
to therapists about whether or not they met adherence criteria in delivering CM (71% adher-
ence to CM protocol) or allowing them to earn drawings for cash prizes if they met perfor-
mance criteria (81% adherence). These results underscore the importance of ongoing quality 
assurance. Thus, as with any evidence-based approach, treatment settings must be committed to 
investing the time and resources necessary to ensure that clinicians have the training and over-
sight to deliver CM with high fidelity.

Another potential barrier to implementation is a mismatch between the way CM is most commonly 
delivered in research studies (individual sessions, focus on single substances) and the way in which many 
substance abuse treatment clinics operate (a preponderance of group-based sessions, targets polysub-
stance abuse). As discussed earlier in this chapter, CM can be delivered effectively in group set-
tings with some minor adaptations (e.g., Petry et al. 2005a). Contingency management provides 
some flexibility when it comes to treating polysubstance abuse as well. In treatment settings 
where complete abstinence is the focus, vouchers or chances to win prizes can be made contin-
gent upon provision of negative urine drugs screens for multiple drugs and can be expanded to 
include negative breathalyzers. In settings that offer more flexibility, CM is most effective when 
it targets abstinence for a single drug at a time, because complete abstinence is too difficult to 
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achieve for some and would result in no opportunities for reinforcement. In this case, the CM 
plan can be modified to make rewards contingent upon abstinence from the primary drug of 
choice, with bonuses awarded for negative screens for other substances.

Finally, political and ideological barriers to CM implementation may be the most challenging to 
overcome, and these appear to persist despite overwhelming evidence of CM’s efficacy. One 
study surveyed 383 counselors, supervisors, and other clinic staff members in five states on their 
opinions and perceptions of CM (Kirby et al. 2006). Although 77% of those surveyed were open 
to including “social incentives” (i.e., praise) in their treatment approach, far fewer (54%), although 
still the majority, responded favorably towards tangible incentives. The most common barrier 
identified was funding, but over half of participants felt that tangible incentives did not address 
the underlying causes of addiction, over a quarter viewed incentives as “bribes,” and a little less 
than a quarter believed that incentives would prevent the development of internal motivation for 
abstinence. However, there is no evidence that CM has a negative effect on motivation compared 
with standard care (e.g., Ledgerwood and Petry 2006). Another common objection to CM is that 
addictive behaviors will return more quickly or to a greater extent when the incentive period 
ends. This, too, has not been supported by research, and increased abstinence following CM 
compared with standard care has been observed (e.g., Alessi et al. 2007; Higgins et al. 2000b; Petry 
and Martin 2002; Petry et al. 2005a). Interestingly, concerns about enduring treatment effects are 
typically not as strongly expressed in discussions about other interventions for addictions, includ-
ing pharmacotherapies, or for behavioral treatments for other chronic illnesses (e.g., diabetes).

An overarching attitude expressed not only by clinicians but by communities and society-at-
large is the idea that we should not be paying patients for “what they should be doing already” 
(i.e., abstaining from drugs and alcohol). This common assertion shows an underlying bias 
against those suffering from addictions, suggesting that they do not deserve to receive a treat-
ment that has repeatedly been shown to be effective by rigorous scientific research. This point is 
further highlighted by the lack of protest against similar treatments based on CM principles that 
are used to treat a wide range of other behavioral issues, such as intellectual disabilities, autism, 
and disruptive behaviors (Matson and Boisjoli 2009; McCart and Sheidow 2016).

One potential approach to negative reactions to CM is to provide more in-depth education 
about the purpose and proposed underlying mechanisms of CM. Several researchers have pro-
posed that the effectiveness of CM relies on humans’ decision-making skills (e.g., Regier and 
Redish 2015). In other words, CM provides alternative rewards to drug use that help individuals 
struggling with addictions to engage in more deliberate decision-making processes. Individuals 
with addictions, particularly those seeking treatment, can typically recognize the long-term 
benefits of abstinence. However, these benefits are abstract and far in the future, making it dif-
ficult for them to compete with the immediate benefits of drug use. Contingency management 
provides immediate and concrete rewards, which can increase an individual’s ability to use 
deliberative decision making to choose non-drug rewards.

This perspective on underlying mechanisms provides a potential way to present CM to 
appeal to community practitioners by, for example, addressing concerns that CM provides 
“bribes” to patients, is coercive, or does not help the patient to develop internal motivation. 
Instead, CM can be presented as: 1) a way to help the patient to practice and strengthen the 
skill of deliberate decision making about substance use with the aid of a CM plan; and 2) a way 
to help the patient to set short-term goals (e.g., providing a negative drug screen at their next 
session) that can be monitored and rewarded with the help of the clinician. In other words, 
instead of a system for external reward, CM could be reframed as a skills-based intervention. 
Both practitioners and society may find this reframing to be more palatable and in line with their 
own thinking about addictive behaviors.
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Despite an abundance of evidence for the efficacy of CM and the effectiveness of its applica-
tion in real-world settings, it has yet to be fully disseminated into community-based practice 
(McGoven et al. 2004). Some of this can be accounted for by true barriers to implementation, 
and suggestions provided in this chapter can serve as a starting point for overcoming such barriers. 
However, larger societal and political biases against CM principles will need to be addressed in 
order for widespread adoption of this effective treatment to occur.

Summary

Contingency management is an evidence-based approach to addiction treatment that has been 
tested in numerous rigorous studies with a variety of populations. Effective implementation 
of CM requires careful attention to treatment fidelity and adherence to its core behavioral 
principles. At the same time, various adaptations of CM have been tested to create a range of 
options for clinicians who want to adapt CM for their real-world setting. Despite these efforts, 
CM is not widely offered to the vast majority of patients who could benefit from it, likely due 
to a range of logistical and ideological barriers. Further, many clinicians who do offer CM are 
not providing optimal CM procedures, due to lack of full understanding of the treatment and 
financial barriers. This disconnect is unfortunate given CM’s potential to help individuals with 
substance use disorders to achieve and maintain abstinence and engage in substance use treat-
ment. Future efforts will be needed to overcome barriers to dissemination of CM, including 
educational efforts aimed at clinicians and policy makers.
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Introduction

Alcohol and other substance use disorders (SUD) are highly prevalent psychiatric conditions in 
most developed and many developing nations, conferring a prodigious burden of disease, dis-
ability, and premature mortality (World Health Organization 2014). During the past 50 years, 
increased substance-related harms have been accompanied by developments in clinical science 
and effective psychosocial and pharmacological treatments. While the advancements in profes-
sional care have been immensely valuable, the feasibility of managing these chronic disorders on 
a purely professional basis has been economically challenging. Professional services are typically 
only available during weekday business hours and delivered in an acute care format ending after 
a few weeks or months. The cost, rigidity, and time-limited nature of professional services, 
together with growing awareness of the long-term vulnerability to relapse for individuals suf-
fering from SUD, has seen subsequent expansion of freely available community-based twelve-
step mutual-help organizations (TSMHOs), such as Alcoholics Anonymous (AA) and Narcotics 
Anonymous (NA) and many others, during the past fifty years (Kelly and White 2012). These 
organizations can serve as flexible long-term addiction recovery management resources and, 
from an intervention dissemination and impact perspective (e.g., Glasgow et al. 2003), have a 
wide reach available in most communities, appear to be readily adopted and implemented, and 
have been shown to have evident staying power existing and growing for more than 80 years 
(Kelly and Yeterian 2014).

The TSMHOs have proven to be popular ubiquitous resources in many countries, and while 
these facts represent one kind of evidence that TSMHOs are helpful in addiction recovery, a 
lingering clinical and public health question is whether they are shown to help when subjected 
to more systematic and scientific scrutiny. From a scientific standpoint, it is only recently that 
these peer-led, recovery-focused groups and professionally-delivered treatments designed to 
facilitate their use (i.e., Twelve-Step Facilitation [TSF]), have undergone rigorous scientific 
inquiry to determine whether, who, and how, they may help. The principal goal of this chapter 
is to provide an overview of TSMHOs, the new science pertaining to them, and their relation-
ship to addiction recovery.

Given the often confusing array of terms pertaining to “12-step” interventions, the chapter 
begins by briefly clarifying terminology. This is followed by a brief overview of the history and 
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origin of 12-step MHOs, and the evidence for the clinical and public health utility of MHOs 
and related clinical interventions (i.e., TSF) designed to facilitate involvement in them, in pre-
venting relapse, and enhancing SUD remission rates and reducing health care costs. This is 
followed by a review of the theoretical and empirical research that has focused on how exactly 
MHOs, like AA, confer benefits that support long-term recovery.

Twelve-step terminology

There is an array of terminology surrounding “12-step” interventions for SUD. Alcoholics 
Anonymous was the original 12-step entity, which began in 1935 in the United States (see more 
below) and is a free standing, community-based fellowship that provides help through a net-
work of informal gatherings, convened at rented venues such as community centers, churches, 
and hospitals. The “TSF” is the name given to the professional clinical intervention designed 
to facilitate active engagement in this (e.g., AA) community organization. On the other hand, 
when the phrase “12-step treatment” is used, it typically (but not always) refers to a professional 
residential treatment program in which patients are educated in depth about the AA fellowship 
and the 12-steps, exposed to 12-step meetings, and work through the first few of the 12-steps 
during treatment (McElrath 1997). Because of the potential to conflate these three 12-step-
related resources, it is important to be mindful of terminology when reviewing research studies, 
as it is not always immediately apparent to which of these different entities the research pertains.

History, origin, and growth

The TSMHOs trace their beginnings to AA and a meeting between William G. Wilson (“Bill W.”) 
and Dr Robert H. Smith (“Dr Bob”) in Akron, Ohio, in the United States. Bill W. had a long 
history of severe alcohol addiction, but with the help of an alcohol treatment hospital in New 
York City and a Christian religious group designed to help people with alcohol addiction (the 
Oxford Group), he had been able to achieve a limited amount of sobriety. During this period 
of sobriety in 1935, Bill W. was on a business trip in Akron and was about to begin drinking 
again after a failed business negotiation. He had learned, however, that if he could find another 
“alcoholic” to try to help, it could help him take his mind off drinking and re-orient himself 
towards recovery. In search of someone actively using alcohol, he was directed to a local physi-
cian, Dr Bob, who was known for having a severe case of alcohol addiction. Through this meet-
ing and sharing of common experiences, Bill W. was able to win this physician’s trust. Bill W.’s 
sobriety, and example, coaching, and support, helped the physician break his own addiction 
and begin recovery. Of particular significance was that his redirected, recovery-focused activity 
enabled him to forget about his earlier disappointment and remain sober. From this, Bill W. 
confirmed an essential ingredient of AA’s model of mutual support that was later formalized in 
AA’s 12-step program. This key ingredient (embodied in most MHOs) was that helping others 
helps oneself.

Since its inception in 1935, AA’s 12-step program and expanding fellowship has remained 
popular and been adopted widely throughout North America and in more than 150 countries. 
AA’s original alcohol-specific model has been adapted successfully also to address other drug 
problems as they have emerged (e.g., NA, Cocaine Anonymous (CA), Marijuana Anonymous 
(MA)). The TSMHOs promote a particular philosophy of recovery characterized by an 
emphasis on total abstinence, service to others, personal and spiritual growth, and recipro-
cal (“mutual”) helping (Humphreys 2004; Kelly and Yeterian 2014). They are comprised of 
millions of individuals who possess the lived experience of successful recovery from addiction 
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and who typically provide around-the-clock support “on demand” as needed. The TSMHOs 
also strongly encourage and provide daily personal recovery monitoring and mentoring via a 
TSMHO mentor known as a “sponsor”, who provides more intensive support and accountability.  
They also recommend members stay in frequent contact between formal meetings by phone or 
text, and most TSMHOs offer online meetings to increase opportunities for recovery-specific 
support at any time.

Meetings are organized and run by volunteer members and they are available free of 
charge, but ask for voluntary contributions to cover the costs of rented space and refreshments 
(Humphreys 2004). The TSMHOs have some unique advantages over professional treatment, 
such as being readily available in the community (i.e., accessible immediately without a waiting 
list), holding meetings on holidays, evenings, and weekends when professional care is often una-
vailable, and being free and accessible without health insurance. The limited availability, inflex-
ibility, and cost of professional services that are covered by insurance or government-funded 
agencies means that these free, flexible, and readily available community resources can serve a 
valuable role in addressing major public health problems like SUD.

TSMHO and TSF clinical research

Much has been learned about the clinical and public health utility of TSMHOs over the past 
40 years. During the past 25 years, TSMHOs and clinical interventions designed to facilitate 
their use (i.e., TSF interventions) have been subjected to rigorous scientific scrutiny (Kelly and 
Yeterian 2014; McCrady and Miller 1993; Kelly 2017; Laudet et al. 2014). Outcomes of these 
initiatives have been the accumulation of a body of scientific research that has supported the 
clinical and public health utility of TSMHOs and clinical interventions to facilitate their use, 
as well as elucidation of the mechanisms through which TSF treatments and TSMHOs confer 
benefits. As noted in detail below, many of the mechanisms through which MHOs have been 
found to work include changing the nature and structure of individuals’ social networks (Groh 
et al. 2008) as well as other social-cognitive and spiritual constructs (Buckingham et al. 2013; 
Kelly 2017; Kelly et al. 2009).

Are TSMHOs effective recovery management resources?

Most of the research conducted on TSMHOs has examined their effectiveness by studying 
attendance rates and substance use outcomes as they naturally occur. While providing one kind 
of evidence regarding effectiveness, it has been somewhat difficult to estimate true causal effects 
of TSMHO participation because people “self-select” into these groups, and these individuals 
may be somehow different and, potentially, better off/have a better prognosis than those not 
choosing to participate. To help overcome this self-selection bias, studies have used increasingly 
rigorous methods (i.e., randomized controlled trials [RCTs], instrumental variable analyses, and 
propensity score matching adjustments to control for major confounds) to estimate the unique 
and independent influence of TSMHO participation on subsequent substance use outcomes. As 
described in detail below, efficacy studies of TSMHO participation have been approximated by 
comparing professionally-delivered TSF treatments that attempt to enhance TSMHO partici-
pation and thereby improve substance-related outcomes. These have been tested against other 
more established treatments, such as cognitive-behavioral therapy (CBT).

Emrick et al. (1993) conducted the first systematic meta-analytic study of 107 individual stud-
ies of AA participation and found that greater frequency of AA attendance and better drinking 
outcomes were significantly and modestly correlated (r ~0.2), but the overall methodological 
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quality of the studies conducted up until that point (circa 1990) was generally poor. This find-
ing, together with a call from the United States Institute of Medicine (IOM) of the National 
Academy of Sciences for more rigorous research on AA and its mechanisms of action in 1990 
(Institute of Medicine 1990), subsequently produced a flurry of federally funded research in the 
United States (Kelly and Yeterian 2014) and in other countries as well (Manning et al. 2012; 
Vederhus et al. 2014).

Effectiveness studies

Longitudinal studies show that among individuals with SUD, both the intensity and duration 
of AA attendance is associated with better remission rates, even when initial abstinence and 
other confounds (e.g., prior treatment) are statistically controlled (Timko et al. 2000; Moos 
and Moos 2006; Ouimette et al. 1998). It is important to note that when considering both the 
use of TSMHOs and formal treatment services (including SUD and mental health services), 
TSMHO attendance is shown to confer an additional benefit on substance use and related 
outcomes (Moos and Moos 2006; Bergman et al. 2014; Moos et al. 2001; Fiorentine 1999; 
Tonigan et al. 1998).

Even though effectiveness studies are more representative of “real world” TSMHO partici-
pation, they too have some important limitations. For instance, in the existing literature, the 
samples for these studies are often drawn from professionally treated populations, rather than 
from community TSMHO populations, meaning that the samples consist of people who have 
received some sort of professional treatment for SUD in addition to attending TSMHO. Thus, 
it becomes difficult to know if the findings of these studies would generalize to individuals who 
only attend TSMHOs and to estimate the independent contribution of TSMHOs to outcomes 
(Tonigan et al. 1996).

One long-term prospective study took this potential confound into account by comparing 
outcomes in treated and untreated problem drinkers over a 16-year follow-up period (Timko 
et  al. 2000; Moos and Moos 2006). The treated subsamples were those in formal (i.e., pro-
fessional) and/or informal (i.e., TSMHO) treatments. This study found that individuals who 
self-selected into AA-only were more likely to be abstinent at one- and three-year follow-ups 
than those who self-selected into formal treatment-only (48% and 50% vs 21% and 26%, respec-
tively), although by the eight-year follow-up, these groups were similar (49% vs 46%). Those 
who self-selected into both AA and formal treatment were also more likely than those with 
formal treatment-only to be abstinent at years one and three (42% and 51% vs 21% and 26%) and 
again were not significantly different by year eight (58% vs 46%). Those who received formal 
treatment plus AA did not differ significantly from those in AA-only across the follow-up in 
terms of abstinence rates (Timko et al. 2000). Additionally, a longer duration of AA attendance 
in years one–three independently predicted abstinence, as well as a lower likelihood of drinking 
problems, at year 16 (Moos and Moos 2006). These findings indicate that for some individuals, 
TSMHO participation alone can serve as an effective intervention for problem drinking.

Another naturalistic study conducted with a large (n = 3,018), male, inpatient sample drawn 
from 15 United States’ Department of Veterans Affairs (VA) treatment programs found that, 
in contrast to patients who received only outpatient treatment during a one-year follow-up, 
patients who attended only TSMHOs were more likely to be abstinent and free of alcohol 
dependence symptoms and were less likely to be depressed, after controlling for major con-
founds (Ouimette et  al. 1998). However, patients attending both TSMHOs and outpatient 
treatment had the best substance use outcomes, a finding that has been demonstrated elsewhere 
(Fiorentine and Hillhouse 2000). A two-year follow-up of the VA sample (n = 2,319) used 
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structural equation modeling to examine the causal links between AA involvement and sub-
stance use (McKellar et al. 2003). Findings showed that AA involvement led to decreased alco-
hol consumption and fewer alcohol-related problems after controlling for the level of patient 
motivation, comorbid psychopathology, and demographic variables. Similar findings were dem-
onstrated in a community outpatient study with both male and female participants, which found 
that participation in addiction TSMHOs led to subsequent improvement in alcohol-related 
outcomes after controlling for relevant pre- and post-treatment variables (e.g., addiction sever-
ity, motivation, use of professional treatment during the follow-up period; Kelly et al. 2006). 
Another prospective longitudinal study with a drug-dependent inpatient sample in the UK 
found that, across the five-year follow-up period, those who attended AA/NA after discharge 
were three–four times more likely to be abstinent from heroin and four–five times more likely 
to be abstinent from alcohol than those who did not attend AA/NA, although there were no 
differences between these groups in the likelihood of being abstinent from stimulants after the 
one-year follow-up (Gossop et al. 2008). In addition, more frequent AA/NA attendance (>1x/
week) was associated with greater odds of abstinence from alcohol and heroin than less frequent 
attendance (<1x/week). Together, these naturalistic studies suggest that 12-step groups can 
serve as an important adjunct to professional care, especially after discharge, and can provide a 
buffer against SUD relapse.

Other naturalistic effectiveness studies have used even stronger analytic approaches to estab-
lish a true causal impact of TSMHO on SUD recovery. For example, prospective time-lagged 
analyses (e.g., examining the association between TSMHO participation at one-time point and 
outcomes at a subsequent time point) have shown that AA attendance and active involvement 
(e.g., obtaining a “sponsor”/recovering mentor, verbally participating in meetings, socializing 
with other TSMHO members outside of meetings) leads to decreased alcohol consumption and 
fewer alcohol-related problems. Importantly, the reverse association (decreased alcohol con-
sumption and alcohol-related problems leading to increased participation) has not been sup-
ported, and analyses have controlled for confounds such as level of initial patient motivation, 
addiction severity, engagement with treatment during follow-up, and comorbid psychopathol-
ogy (McKellar et al. 2003; Kelly et al. 2006).

Although less is known about TSMHO benefits among patients with primary drug use 
disorders, available evidence using longitudinal studies and controlling for a host of pos-
sible confounds suggests that TSMHO participation, and active involvement in particular, 
promotes increased abstinence rates among primary drug patients as well (Weiss et al. 2005; 
Kelly et  al. 2014). Taken together, longitudinal methodologically rigorous studies indicate 
TSMHO participation has salutary effects on SUD outcomes and can be added to formal 
SUD and mental health treatment to positively affect abstinence and remission. Despite these 
advances in our understanding of the impact of community-based TSMHO participation on 
SUD outcomes, noteworthy limitations in the TSMHO literature are the dearth of studies 
on TSMHOs other than AA (e.g., NA) and the reporting of positive quality-of-life outcomes 
beyond abstinence/remission.

Efficacy studies: twelve-step facilitation

In contrast to studies of effectiveness, which examine the clinical utility and impact of inter-
ventions under real-world conditions, “efficacy” studies examine interventions under tightly 
controlled, optimal, conditions. As such, efficacy studies often have a stronger ability to infer 
cause and effect (that the benefit to patients was truly caused by the treatment) as randomiza-
tion to treatment conditions (assuming the sample size is above 20 per treatment) evens out 
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any pre-existing differences between comparison groups that could cloud true effects. As noted 
above, TSF is a professionally-delivered intervention designed to systematically encourage and 
support engagement with AA. The term was first used in a large study called Project MATCH 
in the 1990s (Project MATCH Research Group 1993) and the approach was manualized to 
provide a replicable intervention procedure that addiction professionals could deliver (Project 
MATCH Research Group 1993; Nowinski et al. 1992). The TSF can be delivered individually 
or in groups and aims to facilitate TSMHO attendance and involvement. In addition to its use as 
a stand-alone treatment (Brown et al. 2002; Litt et al. 2009; Project MATCH Research Group 
1997; Litt et al. 2016), TSF has been studied in several other formats, including as an integrated 
part of an existing treatment such as CBT (Walitzer et al. 2009), a distinct component of a multi-
session treatment package (Kaskutas et al. 2009), and a modular appendage add-on to standard 
treatment (Kahler et al. 2004; Timko and DeBenedetti 2007). As well as being utilized among 
addiction specialty providers, TSF has been used also in non-specialty primary care services 
(Pettinati et al. 2005; Kelly and McCrady 2008). Thus, clinicians wishing to utilize TSF have 
a variety of empirically-supported methods at their disposal, which provide several options for 
using TSF with varying degrees of intensity.

The TSF tends to produce as good, or better, alcohol and other drug-use outcomes (Walitzer 
et al. 2009; Litt et al. 2009). This is especially striking when one looks at sustained abstinence 
and remission (Litt et al. 2009; Project MATCH Research Group 1998; Humphreys and Moos 
2001; Humphreys and Moos 2007). In the large multi-site Project MATCH clinical trial, for 
example (Project MATCH Research Group 1997), all three treatments studied tried to encour-
age patients to remain sober, yet, relative to cognitive behavior therapy (CBT) and motiva-
tional enhancement therapy (MET), TSF had 60% and 71% more cases, respectively, in full 
sustained remission during the first year following treatment; at a three-year follow-up the 
proportion completely abstinent during the past 90 days was 50% higher in TSF relative to CBT 
(Longabaugh et al. 1998). Other RCTs focusing on drugs other than alcohol have found similar 
results (e.g., Crits-Christoph et al. 1999; Donovan et al. 2013). As mentioned, these TSF clinical 
interventions are not tests of ‘AA’ or TSMHOs per se, but their sole aim is to stimulate AA par-
ticipation, and where mediational tests have been conducted to determine why TSF produces 
these better outcomes (e.g. compared with CBT), in keeping with TSF theory, it is found that 
it is because of the greater AA meeting attendance and active AA involvement among patients 
in the TSF conditions (Walitzer et al. 2009; Litt et al. 2009; Longabaugh et al. 1998; Subbaraman 
and Kaskutas 2012).

Further sophisticated causal analyses using propensity score matching (Ye and Kaskutas 2009) 
and instrumental variable analyses (Humphreys et  al. 2014) have added additional evidence 
(even beyond randomized clinical trials, which are assumed to be the ultimate tests of whether 
a treatment is superior or inferior to another treatment) that TSMHO participation confers a 
clear causal benefit.

Studies have also found that TSF treatments that engage patients with TSMHOs not only 
produce significantly higher rates of abstinence post-treatment compared with comparison 
treatments, but result in lower health-care costs (Humphreys and Moos 2001; Humphreys and 
Moos 2007; Mundt et al. 2012; Kelly 2017). In a large two-year follow-up study of patients 
treated in ten inpatient treatment facilities in the US VA system (Humphreys and Moos 2001; 
Humphreys and Moos 2007) for example, compared with patients receiving SUD treatment in 
programs that did not focus extensively on TSMHO participation during and following treat-
ment, patients receiving SUD treatment in programs that did had significantly higher continu-
ous abstinence rates, higher TSMHO participation, and substantially lower formal treatment 
service utilization post-inpatient discharge, resulting in a lowered cost of approximately $8,000 
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per patient for those treated in those TSMHO-facilitating programs. Extrapolating these cost 
savings across the ten facilities, if all study participants were to have obtained the TSMHO treat-
ment, it would have resulted in approximately $10–15 million in health-care cost savings while 
simultaneously producing better SUD outcomes.

For whom are TSMHOs particularly helpful or not helpful?

A question often asked is whether TSMHOs are helpful for individuals with co-occurring psy-
chiatric disorders (Bogenschutz et al. 2006), those taking psychotropic medications including 
anti-relapse medication (Rychtarik et al. 2000), atheists or agnostics (Winzelberg and Humphreys 
1999), women (Del Boca and Mattson 2001), and young people (Kelly et al. 2012b). However, 
the available empirical evidence suggests that, in general, individuals with co-occurring psy-
chiatric illnesses in addition to their SUD can benefit from participation in traditional AA or 
NA meetings as much or more (e.g., Timko et al. 2013) when compared with their SUD-only 
counterparts. An exception to these findings, however, are those with more socially impairing 
mental illness such as schizophrenia or severe unipolar depression (Kelly et al. 2003; Aase et al. 
2008), who may be better suited for dual-diagnosis-focused MHOs, such as Double Trouble 
in Recovery (Magura 2008; Laudet et  al. 2004). Research also suggests that less religiously 
inclined individuals are less likely to become engaged, but those that do participate have out-
comes as good as those who are more religiously inclined (Ye and Kaskutas 2009; Winzelberg 
and Humphreys 1999). Despite the fact that AA’s recovery program and early successes were 
based on nearly all-male samples, later research has confirmed that females attend as frequently 
as men, actually become more involved than men, and derive as much recovery benefit as men 
(Del Boca and Mattson 2001; Kelly and Hoeppner 2013). Also, research has revealed that young 
people may need a greater degree of facilitation and systematic encouragement to engage with 
TSMHOs, but those that do connect with such groups derive as much benefit as their older 
adult counterparts (Hoeppner et  al. 2014). Further research has found that initial TSMHO 
engagement and outcomes for young people might be enhanced by counseling them to attend 
meetings with a greater proportion of same-aged individuals (e.g., young people AA meetings; 
(Kelly et al. 2005; Labbe et al. 2013)). Over the long-term, however, research suggests they may 
benefit less from these young-person meetings, indicating exposure to 12-step meetings with 
a greater proportion of older adults with more life and recovery experience may be needed to 
continue to enhance recovery (Kelly et al. 2005; Labbe et al. 2013).

How does TSMHO participation promote better outcomes?

A relatively novel and intriguing area of investigation in the realm of treatment and TSMHO 
participation has revealed noteworthy results regarding how TSMHOs confer benefits. These 
have not always been consistent with these organizations’ own theory regarding how salutary 
recovery-related change is purported to occur (Kelly 2017). In TSMHOs’ own literature it is 
stated that members achieve recovery through a combination of factors including a “spiritual 
awakening,” service to others, sponsorship, and working the 12 steps (Alcoholics Anonymous 
2001; Narcotics Anonymous 2008). The empirical literature overlaps to some degree with these 
12-step-specific mechanisms of change, but is accounted for mostly by mechanisms similar to 
those mobilized by formal interventions.

Research on the mechanisms of behavior change in TSMHOs has focused on two broad 
areas: common change processes, or those processes that are likely to underlie or be com-
mon to treatment in general (e.g., recovery motivation, abstinence self-efficacy, social network 
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changes), and 12-step-specific practices, which are unique to 12-step groups and not likely to 
function in other types of treatment (e.g., working the 12 steps, spiritual awakening). While 
these categories of mechanisms have often been separated in research for the sake of clarity, it is 
likely that, in reality, they are highly intertwined and reciprocally influential (e.g., working the 
12 steps may increase self-efficacy and vice versa) or may simply represent different terms that 
describe the same underlying process (e.g., AA’s focus on avoiding “people, places, and things” 
is almost identical to the CBT notion of avoiding triggers/cues; McCrady 1994). Although 
direct evidence does not exist for neurobiological change, extrapolating from addiction relapse 
studies conducted with primates, it may be possible to say that AA involvement accelerates 
adaptive brain changes (e.g., increases in dopamine D2 receptor levels; Morgan et al. 2002) that 
may in turn protect against relapse.

Cognitively, increased abstinence self-efficacy – the confidence to handle risky or difficult 
situations without alcohol/drug use – has been shown to be a partial mediator of the beneficial 
effects of AA participation on reduced alcohol and other drug use (Forcehimes and Tonigan 
2008). Participation also appears to work by increasing one’s commitment (i.e., motivation) 
to abstain from alcohol and other drugs (Kelly et al. 2002; Morgenstern et al. 1997). Enhanced 
abstinence-focused coping efforts (e.g., cognitive reappraisal and stimulus control) also explain, 
in part, how AA works (Morgenstern et al. 1997). Despite support for these common psycho-
logical processes as mediators of TSMHO’s effectiveness, affective mechanisms (i.e., those per-
taining to mood/emotion) are less certain. For example, in two studies (Kelly et al. 2010b; Kelly 
et al. 2010a), the mediating role of reduced depression became non-significant when concurrent 
alcohol use was accounted for (suggesting reduced alcohol use, not depression, explains that 
effect) and reduced anger was not associated with AA attendance during the first year. Other 
studies have found that AA works to promote recovery via reducing cravings (Kelly and Greene 
2013) and by reducing impulsivity (Blonigen et al. 2011; Blonigen et al. 2013).

Socially, changes in support networks – particularly building an abstinence supportive net-
work – are among the strongest and most consistent mediators for the effects of TSMHO attend-
ance and active involvement on better substance use outcomes. Explanatory models where 
social networks and substance use are measured concurrently (Humphreys et al. 1999; Kaskutas 
et al. 2002) have been enhanced by more recent studies where social network changes mediate 
AA’s benefit when the variables are time lagged (i.e., social network changes are measured after 
AA participation and before drinking outcomes; Bond et al. 2003; Kelly et al. 2011a). These 
changes include both reducing pro-drinkers and increasing pro-abstainers in the network, and 
AA-specific network changes appear to be particularly key. For example, among outpatients in 
a large clinical trial known as Project MATCH, attending three meetings per week versus none 
was associated with a 20–30% decrease in pro-drinking ties and 15% increase in pro-abstinent 
ties and, in turn, each pro-drinking tie was associated with a 7% decrease in abstinence days and 
each pro-abstinence tie was associated with a 4% increase in abstinent days (Kelly et al. 2011a).

While there is substantial evidence for the role of these common psychological factors and 
processes as mediators of AA’s effectiveness, support for 12-step-specific mediators has been 
more mixed and studied less extensively. Although increases in subjective levels of spirituality 
and related constructs are often associated with AA participation, in three studies neither degree 
of spiritual/religious beliefs (among members of 12-step and non-12-step MHOs; Atkins and 
Hawdon 2007), purpose in life (Oakes 2008), or having had a “spiritual awakening” (Owen 
et al. 2003) were significant predictors of subsequent abstinence rates. On the other hand, when 
using a more comprehensive measure (the Religious Background and Behavior Scale; Connors 
et al. 1996), Kelly et al. (2011b) found that increased spirituality/religiosity did mediate AA’s 
effects. Tonigan et al. (2013) reported a similar finding in a separate sample using a modified 
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version of a Religious Background and Behavior subscale called God consciousness (meditation, 
thinking about God, direct experiences of God). Also, Krentzman and colleagues (2013) found 
that spirituality is also a mechanism of behavior change through which AA confers addiction 
recovery-related benefit.

The vast majority of mechanisms studies noted above investigated single mediators (e.g., 
spirituality or abstinence self-efficacy or social network changes). Consequently, if recovery 
motivation, social network changes, spirituality, and so on, are all found separately to be signifi-
cant mechanisms of behavior change through which TSMHOs confer benefit, one is left won-
dering which are most important. To try to determine the relative importance of these different 
mediators, a series of “multi-mediator” investigations have been conducted.

In a multi-mechanism analysis that tested the effects of six purported mediators simultane-
ously, it was found that AA’s beneficial effects on future abstinence were explained in both less 
severely addicted and more severely addicted outpatient samples through its ability to stimulate 
increases in pro-abstainers and decreases in pro-drinkers in individuals’ social networks, as well 
as in increases in self-efficacy to cope with high risk social situations without drinking; increased 
spirituality/religiosity was also a significant mediator, but only among the more clinically severe 
patients. Reduced depression and self-efficacy to cope with negative affect were not significant 
mediators in either group of patients (Kelly et al. 2012a). Second, how AA and other TSMHOs 
work may differ across the life course. Among adolescents, for example, lagged multiple media-
tion model testing found motivation for abstinence, but not self-efficacy or coping, mediated 
the effect of AA and NA participation in increasing abstinence, with active involvement a 
stronger predictor of increased motivation than attendance (Kelly et al. 2002; Kelly et al. 2000). 
Similarly, in a study comparing adults 18–29 with those 30 and older in Project MATCH, it 
has been found that young adults benefitted as much, but in different ways, from TSMHO 
participation. Specifically, only reductions in pro-drinkers in one’s social network and increased 
abstinence self-efficacy to handle risky social situations mediated AA’s effects in the young adult 
group (Hoeppner et al. 2014). Also, a smaller amount of the overall effect of AA participation 
on subsequent alcohol use outcomes was captured by the mediating variables in this analysis, 
suggesting that young adults benefit from AA in ways not yet specified and that require further 
investigation. Another analysis in the same sample focusing on whether men and women bene-
fitted in different ways from TSMHO participation found that men and women both benefitted 
from AA-facilitated recovery adaptive changes in their social networks, but women benefitted 
much more from AA by its ability to boost their capacity to cope with negative affect without 
drinking intensively; for men this was not the case. Rather, men were helped by AA’s ability to 
boost their confidence in coping with high-risk social drinking situations without consuming 
alcohol (Kelly and Hoeppner 2013).

In sum, TSMHOs appear to help people attain and sustain remission and reduce alcohol and 
other drug use by facilitating recovery-focused changes in their social networks, boosting and 
maintaining recovery motivation and cognitive and behavioral coping skills and reducing nega-
tive affect, craving and impulsivity.

Conclusion

Organizations such as AA and NA are widely available in many countries and have strong 
empirical support as effective recovery support resources for those suffering from SUD (United 
States Surgeon General 2016). Rigorous scientific studies have shown also that professional 
12-step treatments including clinical linkage to these freely available community resources dur-
ing treatment can enhance clinical outcomes, particularly continuous abstinence and sustained 
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SUD remission, while simultaneously reducing the burden on health care systems, thereby 
reducing health care costs. The way TSMHOs have been found to confer benefit is through 
mechanisms similar to those found in professional interventions; namely, by boosting and main-
taining motivation for recovery, enhancing recovery coping skills and abstinence self-efficacy, 
facilitating recovery adaptive changes in individuals’ social networks, and reducing craving and 
impulsivity. The TSMHOs have been found to enhance abstinence also by boosting spirituality, 
particularly among those with more severe addiction problems (Kelly 2017). The TSMHOs’ 
free availability in most communities mean that these ubiquitous recovery support services can 
play a valuable role in ameliorating the public health harms attributable to SUD.
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38
OPIOID SUBSTITUTION 

TREATMENT AND HARM 
MINIMIZATION APPROACHES

Mark K. Greenwald

Introduction

Harm minimization (HM) policies and interventions aim to reduce substance abuse-related 
problem behaviors (Ritter and Cameron 2006). Addressing harms of substance use with  
evidence-based methods is increasingly accepted as pragmatically necessary and philosophically 
preferable to the moral hazards of condoning substance use as ‘social evil’ (Hammett et al. 2008; 
UNODC 2016).

Goals of HM include improving access to care, treatment adherence, reductions in substance 
use, preventing diversion and misuse of pharmacotherapeutic and illegal drugs, reducing con-
sequences of substance use, and integration of care. Effectiveness of HM interventions can be 
defined in terms of public health (reducing aggregate harm), clinical practice (delivering treatments 
that improve patient outcomes), and patient-centeredness (quality of life).

Opioid substitution treatment (OST) is a well-validated therapeutic approach founded on 
pragmatic and pharmacological principles that replacing illegal, non-medical or injection opioid use 
with safer modes of opioid administration can engage and retain patients in treatment, leading 
to less drug use and greater health benefits.

Direct pharmacological outcomes of OST include suppressing opioid withdrawal symptoms, 
and blocking the reinforcing effects of abused opioids if the patient self-administers them; this 
is termed pharmacological substitution. Achieving opioid blockade requires higher medication 
doses – leading to higher plasma levels and occupancy of brain mu-opioid receptors – relative 
to opioid withdrawal suppression (Greenwald et al. 2014). Indirect outcomes of OST include 
reduction of drug use-related unemployment, criminal activity, unsafe drug injection practices 
and risky sexual behavior, and less morbidity and mortality (Gibson et al. 2008; Lawrinson et al. 
2008; Sun et al. 2015).

Table 38.1 summarizes features of OST options. Treatment with methadone and buprenor-
phine, integrated with psychosocial care to improve efficacy (Amato et al. 2012; CSAT 2005; 
McLellan et al. 1993), are the primary approaches used worldwide.

Novel longer-acting formulations of buprenorphine are emerging: an injectable subcutane-
ous depot that can suppress opioid withdrawal signs/symptoms and block opioid abuse-related  
effects for one month (RBP-6000, Sublocade) that received FDA approval November 30, 
2017; an injectable subcutaneous depot that can suppress opioid withdrawal and need for 
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rescue sublingual doses for one–four weeks (CAM2038), undergoing phase III study; and sur-
gically implanted rods that can suppress withdrawal and attenuate opioid use for six months 
(Probuphine), recently approved in the USA.

Medically supervised heroin use, or heroin-assisted treatment (HAT), has been observed 
to improve patient-level outcomes (less criminal activity, risky behaviors and drug use, better 
employment and physical health, retention and transition to stable lifestyle) and community-
level outcomes (reduction in drug markets, lowering costs to health care, social welfare and 
criminal justice systems) (Blanken et al. 2010; Haasen et al. 2007; Verthein et al. 2008). Heroin-
assisted treatment is official policy in several European nations (EMCDDA 2012).

Harm-minimization in the context of opioid substitution treatment

Harms of opioid use are avoidable and HM/OST interventions are cost-effective (Alistar et al. 
2011; Clark et  al. 2015). Once established, HM interventions should be sustainable because 
dissolution of such programs has led to worsening of outcomes (Bach et al. 2015; Hartzler et al. 
2010). Key HM interventions are summarized in Table 38.2.

Increase access: promote treatment entry and engagement by  
reducing barriers

Most contemporary addiction treatment systems suffer from structural barriers including social 
stigma, inadequate public education about treatment benefits, too few healthcare personnel 
with specialty training, gaps in treatment access and affordability, and limited reimbursement. 
Enrolling more individuals in OST requires lowering the threshold for entry (Islam et al. 2013; 
Strike et al. 2013).

In a recent review, Kourounis et  al. (2016) concluded that low-threshold program fea-
tures promoting treatment access include: reducing time to entry; making treatment available 
in primary care; decreasing cost of treatment, especially for economically disadvantaged per-
sons, which typically implies greater government subsidy; addressing needs of pregnant women 
and adolescents; and flexibility of admission criteria to accommodate comorbidities, assuming 
behavioral healthcare for such conditions is integrated with treatment for OUD.

Table 38.1 Opioid substitution therapy (OST) modalities: current and anticipated future options

OST medication Route of 
administration

Dosing frequency Legal status/availability

Methadone Oral Once daily Approved in many nations
Buprenorphine/ 
naloxone

Sublingual tablets 
and buccal film

Typically once daily but 
also alternate days

Approved (Suboxone™ and 
generics)

Buprenorphine Subcutaneous 
depot

Once monthly

Once weekly or once 
monthly

Approved in USA (Sublocade)

Phase III (CAM2038)

Subdermal implant Once per 6 months 
(with surgical removal 
of prior implant)

Approved in USA (Probuphine)

Heroin Clients’ preferred 
route of use

Typically twice daily Approved in several European 
nations
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Table 38.2 Summary of harm minimization approaches

Objective Specific approaches

Increase 
treatment 
access

1) Reduce time to entry
2) Expand availability of sites (e.g., primary care)
3) Decrease financial cost of treatment
4) Expand availability to subpopulations (e.g., pregnant, adolescents, psychiatric 

comorbidities)
5) Increase training of addiction specialty physicians

Increase 
treatment 
retention/
adherence

1) Adequate and flexible medication doses
2) Continuum of care (multidisciplinary)
3) Incentives to improve attendance

Decrease 
substance use

1) Opioids (e.g., substitution treatment, counseling)
2) Other illegal drug use, alcohol, smoking (e.g., contingency management, brief 

motivational interventions, other medications)
3) Prescription drug monitoring program utilization (e.g., reduce misuse and 

diversion)
4) Reduce or improve safety of injection drug use (e.g., needle/syringe exchange, 

monitored self-administration)
5) Reduce overdoses and fatalities (e.g., naloxone provision, education)

Integration of 
care (holistic)

1) Reduce structural barriers (e.g., program philosophy, education to offset negative 
staff attitudes)

2) Personalized care (e.g., demographically sensitive, case management, technology-
based treatment)

3) Mental health care (e.g., psychotropic medications, incentives for on-site counseling 
attendance)

4) Physical health care (e.g., directly observed therapy for HIV/HCV, pain 
management, and other comorbidities coordinated with internal medicine) 
including pregnant women and neonates (coordinated with obstetrics/gynecology), 
and safer-sex interventions (e.g., condoms, education)

5) Coordination/integration with other settings (e.g. emergency department, 
community pharmacies, prisons) to provide continuum of care

Interim OST without counseling can also promote treatment access and retention 
(Friedman et al. 1994), and reduce opioid use (Krook et al. 2002; Schwartz et al. 2006), arrests 
(Schwartz et al. 2009) and HIV risk behaviors (Wilson et al. 2010).

Increase retention and adherence

Evidence-based guidance for improving retention in OST includes: improving staff knowledge 
and attitudes about OST; clarifying program goals and treatment plans; addressing patients’ 
financial needs; providing best-practice services as early as possible; reducing attendance burden; 
enhancing staff–patient interactions; individualizing medication doses; and not limiting length 
of treatment (CSAT 2005; Kourounis et al. 2016).

Although dosing should be flexible, it is well established that higher doses related to improved 
OST retention (Faggiano et al. 2003; Fareed et al. 2012), which is associated with less opioid use 
(Bao et al. 2009; Cao et al. 2014).
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Incentive-based (contingency management) interventions have been used to improve 
attendance at counseling sessions (Brooner et al. 2004; Rhodes et al. 2003), which may improve 
overall treatment “dose” and thereby outcomes.

Decrease drug use

The principal goal of HM within OST is to decrease opioid use. A secondary goal is to reduce 
non-opioid substance use, because OST outcomes are worse among patients who abuse cocaine 
(Levine et al. 2015; Sofuoglu et al. 2003), alcohol (Chatham et al. 1997; Roux et al. 2014) and 
non-prescribed benzodiazepines (Brands et al. 2008; White et al. 2014), whereas there is no reli-
able deleterious effect of marijuana use on OST outcomes.

Unfortunately, few effective medications exist for treating abuse of non-opioid drugs. Clinical 
study findings indicate sustained-release d-amphetamine can reduce cocaine use among OUD 
individuals maintained on methadone (Grabowski et al. 2004), buprenorphine (Greenwald et al. 
2010) or HAT (Nuitjen et  al. 2016); however, safety/diversion concerns regarding agonist 
pharmacotherapy for cocaine may limit its use. Alcohol use disorder medications have limited 
efficacy/acceptability (acamprosate, disulfiram) or are incompatible with concurrent OST (nal-
trexone). Smoking cessation medications can be safely integrated with OST (Reid et al. 2011); 
however, quit rates are lower among OST patients than the general population (Miller and 
Sigmon 2015). During OST, adjunctive medications may be useful in attenuating stress-related 
drug use (Kowalczyk et al. 2015).

Fortunately, behavioral interventions have been found to decrease non-opioid use during 
OST. These include contingency management approaches for reducing cocaine use (Blanken 
et al. 2016; Petry et al. 2015). Brief interventions can reduce hazardous alcohol use (Darker et al. 
2012), which in OUD patients increases risks of opioid relapse (Clark et al. 2015) and hepatitis 
C-related mortality (Hser et al. 2001). Some OST clinics prohibit benzodiazepine use to avoid 
toxicity in combination with opioids (Lee et al. 2014).

Although all USA states now have prescription drug monitoring program (PDMP) databases, 
most do not mandate that clinicians use these data. Lack of PDMP utilization is problematic 
in the context of OST, given the high rates of polysubstance use. Using state-level data from 
1999–2013, Patrick et al. (2016) found that PDMP implementation reduced annual opioid over-
dose death rates, and programs that monitored at least four drug schedules and updated data at 
least weekly observed greater overdose reductions than programs without these characteristics.

There is minimal literature on PDMP utilization in the setting of OST; thus, we pilot-tested 
a protocol in our methadone program involving convergent use of PDMP, pill count, and urine 
drug screen data (Christensen et al. 2010). Among all patients (n=158), 33% had a positive PDMP 
report; 8% were using prescribed medications appropriately, and 25% had a positive PDMP report 
unaccounted for by pill count, suggesting misuse or diversion. Within the latter subgroup, 61% 
had several prescriptions, especially opioids and benzodiazepines, and 35% had prescriptions for 
both drug classes. This protocol detected high rates of misuse/diversion and should be considered 
for use in OST programs.

Integration of holistically oriented care

Reduce structural barriers

Treatment programs vary along a continuum from HM vs rehabilitation. Relative to  
rehabilitation-oriented programs, HM facilities have higher patient/staff ratios, tolerate ongoing 
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drug use, conduct urine drug testing less frequently, use less case management, and serve 
patients with more socioeconomic problems (Gjersing et  al. 2010). Opioid substitution 
treatment staff attitudes are important for supporting HM services: negative staff attitudes 
include concerns about excess workload (Hobden and Cunningham 2006), whereas favora-
ble attitudes are associated with higher education levels and knowledge about HIV/AIDS 
(Deren et al. 2011).

Personalized care

Some data suggest that OST retention might be improved by making care sensitive to gender 
(Levine et al. 2015; Liebrenz et al. 2014), race (Mancino et al. 2010; Saxon et al. 1996), ethnic-
ity (Grella et al. 1995; Liebrenz et al. 2014) and age (Degenhardt et al. 2008; Strike et al. 2005).

Use of case management and peer counselors can facilitate OST service delivery (Treloar 
et al. 2015). In one study, MMT clients receiving enhanced case management (links to services 
and drop-in centers with access to staff) had fewer no-shows and reduced social, family and 
psychiatric problems – but not drug use – than patients receiving standard psychosocial sup-
port (Hesse and Pedersen 2008). These services are particularly important for patients in lower 
socioeconomic strata.

Technology-based treatment (e.g. texting, internet, and interactive voice response) can also 
be used to provide tailored, real-time communication in high-risk situations (Mitchell et  al. 
2015; Moore et al. 2013).

Integrated psychiatric care

Psychiatric conditions are common among OST patients and complicate clinical management 
of OUD (Brooner et al. 2013; Marienfeld and Rosenheck 2015). Most patients do not receive 
psychiatric care during OST or they receive community treatment referral that often results in 
poor attendance (King et al. 2014; McGovern et al. 2006). Evidence indicates that co-located 
and integrated psychiatric services within OST can improve attendance at psychiatrist appoint-
ments and reduce psychiatric distress, but may not reduce substance use (Brooner et al. 2013; 
Kidorf et al. 2015).

Integrated physical healthcare

Opioid substitution treatment is de facto HIV prevention (Bruce 2010; Metzger and Zhang 
2010). Directly observed therapy during OST can improve adherence to medications for treat-
ing HIV (Bach et al. 2015; Nosyk et al. 2015), hepatitis (Grebely et al. 2016; Masson et al. 2013), 
and tuberculosis (Gourevitch et al. 1996; Snyder et al. 1999).

Coordination of care should ideally include on-site screening and treatment of other 
comorbidities (Bachireddy et al. 2014; Fareed et al. 2010). This is important because heroin 
users consume expensive emergency services at higher rates than the general public (Chen 
et al. 2015). Safer-sex education and brief interventions should be folded into on-site services 
(Calsyn et al. 2009).

Many individuals entering OST suffer from chronic pain (Becker et al. 2015), which com-
plicates management of opioid addiction. In a recent meta-analysis, chronic non-cancer pain 
(which was related to the presence of psychiatric disorders) did not affect illegal opioid use, but 
had a significant protective effect for reducing illegal non-opioid substance use (Dennis et al. 2015).
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Reduce substance use during pregnancy

Pregnant women in OST can benefit from interventions to reduce non-opioid substance abuse, 
which can yield future health benefits for the child. Although evidence quality in this field of 
investigation is limited (Terplan et al. 2015), some studies suggest brief interventions or con-
tingency management can reduce cigarette smoking in OST patients (Akerman et  al. 2015; 
Ram et al. 2016). Addiction care should continue postpartum and always be coordinated with 
obstetric care (Jones et al. 2014).

Decrease injection drug use

Heroin-assisted treatment embraces the practice that injection should occur in a safe setting with 
sanitary needles/syringes, leading to greater contact with medical personnel toward reducing 
morbidities of injection drug use (EMCDDA 2012). Overlap in clientele between OST and 
needle/syringe exchange programs for injection drug users (IDUs) presents the opportunity to 
integrate services (Kidorf et al. 2009; Strathdee et al. 2006). Methadone and buprenorphine also 
help to reduce injection drug use, HIV transmission, and hepatitis C incidence among IDUs 
(MacArthur et al. 2014; Tsui et al. 2014).

Reduce overdose

Given the alarming rise in opioid overdoses and fatalities (CDC 2015), overdose prevention has 
become a critical goal. Aside from education, a major initiative has been to increase distribution 
of the opioid antagonist naloxone to first responders (Mueller et al. 2015), and enacting Good 
Samaritan state laws that encourage overdose witnesses to respond. Injectable naloxone has been 
available for decades, but has limited reach. Recently, medical use of intranasal naloxone was 
approved in the USA.

Community pharmacies can contribute to opioid overdose risk reduction. Naloxone dispens-
ing from pharmacies has increased recently (Jones et al. 2016). Pharmacists can access PDMP 
data to assess concurrent medications, and can offer training and counseling, but there are also 
medico-legal barriers (Nielsen and Van Hout 2016).

Emergency departments are an important venue for addressing overdose prevention and 
connection to services. This setting offers a “reachable moment” for overdose prevention, brief 
intervention and transition to treatment that can potentially improve longer-term outcomes 
(Bohnert et al. 2016; D’Onofrio et al. 2015). Although emergency department physicians mostly 
support HM interventions, barriers include lack of knowledge, time, training, and institutional 
support (Samuels et al. 2016).

Reducing relapse, overdose, and harms among prisoners

When opioid-dependent individuals enrolled in OST are incarcerated in USA jails or prisons, 
most are denied OST (Fiscella et  al. 2004); in contrast, OST is typically made available to 
prisoners in Europe, Canada and Australia (Larney and Dolan 2009). Discontinuation of OST 
decreases opioid tolerance, which can increase overdose risk after correctional facility release 
(MØller et al. 2010). Offering OST during incarceration is associated with improved HIV treat-
ment adherence (Wolfe et al. 2010), engagement in OST after community re-entry, less post-
release relapse, but not all studies indicate successful long-term outcomes (Hedrich et al. 2012).



Mark K. Greenwald

484

Conclusions and reflections

Opioid substitution treatment using methadone or buprenorphine maintenance is a proven 
modality for improving retention, reducing drug use and associated harms, and several nations 
have instituted HAT as an alternative approach for treatment-resistant individuals. Regardless 
of the opioid agonist, this population requires comprehensive and integrated care to reduce the 
personal and public health burden of OUD. Viewed from ethical or economic perspectives, 
societies cannot afford silo-based approaches that disaggregate care because it is also well estab-
lished that service fragmentation leads to worse treatment adherence and outcomes.

Harm minimization approaches are focused on holistic care that is pragmatic in its dual 
emphasis on safety and effectiveness. The HM interventions are compatible with OST and 
available evidence indicates they are cost-effective. Scaling up and synthesizing these treatment 
frameworks may produce synergistic effects on health-economic outcomes (Murphy and Polsky 
2016; Wilson et al. 2015). On the other hand, it is also clear that HM initiatives, despite sup-
porting empirical data, face widespread resistance to implementation. Societies and cultures that 
historically adopt moralistic, rather than medical, views of addiction are usually refractory to 
accepting HM approaches. The USA – whose drug policies have lagged behind those of many 
European countries – offers an instructive example, as it stands at a pragmatic (if not philosophi-
cal) crossroads to these issues. The ongoing opioid epidemic, which has led to unprecedented 
numbers of overdoses and deaths, has forced some softening of drug policy, e.g. many states 
have increased implementation of certain HM approaches such as naloxone distribution and use. 
It remains to be seen what further steps might be adopted.

Another challenge is the context in which HM approaches are implemented. This author 
oversees an opioid (primarily methadone) treatment research clinic, and there is a useful exam-
ple to be offered about these challenges. We recently tested a pilot program in this setting; in 
collaboration with our treatment funding authority, patients who would otherwise have been 
discharged from other local MMT clinics for failure to comply with their policies (e.g., non-
abstinent, diversion, non-adherence to program rules) were instead administratively transferred 
to our clinic. Our “Second Chance” program was designed with HM principles, and enabled 
patients to be retained despite providing positive drug urinalysis results. These patients were 
assessed at intake and presented with high rates of psychiatric comorbidities, many had pre-
scription opioids or benzodiazepines, half were injection drug users, and about half received 
disability benefits. These factors are viewed as barriers to patients’ prior inability to become 
abstinent. Nonetheless, in our program, higher methadone doses predicted longer retention and 
less opioid use, suggesting this complex population is responsive to OST and other services that 
were made available to them (Tavakoli et al. in preparation). Notably, the “Second Chance” 
program was implemented within our standard clinic, directly alongside patients who were 
not subject to similar contingencies (e.g. there was higher expectation of abstinence among 
standard patients). Existing patients and several staff members had difficulty accepting this new 
subgroup of patients, particularly the less-restrictive approach of allowing transferred patients to 
test drug-positive repeatedly without being discharged. In short, even seasoned addiction treat-
ment professionals working in an academic treatment research clinic who are accustomed to the 
typical challenges presented by these patients, found it difficult to bridge this philosophical gap. 
We had to re-educate our staff regarding goals of this program and, even then, some remained 
resistant. This experience suggests that necessary components of a successful OST + HM pro-
gram may include a sensitive leadership structure, staff members that embrace HM principles, 
clearly articulated program rules, surveillance of outcomes, ongoing discussion, and possible 
re-calibration of attitudes and approaches based on evidence.
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In summary, the landscape of opioid addiction is changing worldwide and is complex to 
manage. Opioid substitution treatment with HM approaches are part of an evolution in care of 
this population, but implementation of these programs are neither inevitable nor without sig-
nificant challenges. Success of such programs should be driven primarily by empirical data, but it 
is also evident that bridging philosophical and political divides will be a rate-limiting step in the 
adoption of these important interventions. Future initiatives should focus on methods that can 
improve: cost-effectiveness and sustainability of specific HM approaches, integration of services, 
and access/reach of these interventions, toward achieving personal and public health gains in 
outcomes for individuals with OUD.1
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39
SELF-CHANGE

Genesis and functions of a concept

Harald Klingemann and Justyna I. Klingemann

Traditionally, addiction has been understood from the clinical perspective as an inexorably 
progressive ‘disease’ with addiction-related problems getting more severe and damaging in the 
absence of therapeutic intervention. The clinical focus on severely dependent populations, rep-
resenting only the tip of the iceberg when considering epidemiological studies, supported such 
a deterministic disease concept (Room 1977), while in fact self-change is the major path out of 
addiction (Dawson et al. 2005, 2006; Smart 2007). The concept of self-change (called also “natu-
ral recovery”, “spontaneous remission” or “self-healing”), that is overcoming addiction without 
professional help or exiting an addiction career without formal intervention (Klingemann 2004; 
Stall and Biernacki 1986), has challenged this paradigm and received broad empirical support as 
numerous reviews of the literature have shown (Klingemann and Sobell 2007; Klingemann et al. 
2010; Smart 1976; Sobell et al. 2000; Waldorf and Biernacki 1979). This contribution positions 
the self-change concept within a broader theoretical context and highlights its central assump-
tion in comparison. Moreover, the diffusion of the self-change concept as an innovation in the 
addiction field is described from a socio-historical perspective. Finally the ideological, norma-
tive implications of this concept and research are highlighted.

Anatomy of the concept

The explanation and dynamics of types of social behavior considered as “deviant” or problematic 
have been discussed within general frameworks of social sciences including constructivist and 
structural/functional theoretical traditions (Clinard and Meier 2011; Hammersley this volume). 
Models and theories of addiction represent specific applications of these general approaches – 
even though this is often not recognized – and share their basic assumptions and limitations. 
From a structural point of view, research on social problems traditionally has focused on soci-
etal risk factors and individual vulnerabilities to explain previously defined deviant behavior. 
Phenomenological constructivist approaches, e.g. in criminology, have explored the genesis of 
the public perception of social problems (Gusfield 1986) and forwarded the concept of devi-
ant careers (Becker 1963; Faupel 2011). However, both perspectives assume a passive role of 
the individual being subject of various risk factors and societal opportunity structures (Merton 
1938). Both frameworks imply that, without societal response or intervention, deviant behavior 
patterns would persist or get worse. From that perspective promoting self-change at best would 
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imply structural changes in society, redefining societal norms underpinning the definition of 
deviant behaviors and giving up control policies, which intensify deviant careers and reinforce 
deviant self-images (Becker 1963). The perception of addiction as an individual failure and 
moral weakness potentially was countered by the adoption of the disease concept, which attri-
butes a passive patient role to the individual (Parsons 1966) and tries to reduce stigma. “Loss of 
control” is serving as a central definitional element of addiction implying a deterministic course 
of the disease. From that perspective, the possibility of self-change has been questioned by the 
tautological claim that “an ability to cease addictive behaviors on one’s own, suggests that the 
individual was not addicted in the first place” (Chiauzzi and Liljegren 1993: 306). Furthermore, 
the definition of recovery from addiction focuses mainly on lifelong abstinence and becomes a 
dominating treatment objective, persisting independently of scientific evidence with the con-
trolled drinking debate serving as a prominent example (Sobell and Sobell 1995). The trajectory 
of deviant drinking careers exclusively leading to “rock bottom” excludes a positive holistic 
biographical approach. Instead, it frames the therapeutic process as destroying the “old addicted 
identity” and building a new one as “the recovering addict.” This perspective undermines the 
autonomy of the addict, and ignores the whole spectrum of skills necessary to pursue addiction 
careers (Klingemann 1999), which was a classic topic of the sociological Chicago school when 
deconstructing the concept of “anti-social” behavior and exploring “deviant” sub- and counter- 
cultures (Anderson 1923; Sutherland 1924). Moreover, the process of bio-medicalization fuelled 
by behavioral neuroscience has further reduced the necessity to include socio-cultural factors 
into models of recovery from addiction, claiming that addiction is not a choice for severely 
affected individuals (Leyton 2013).

The self-change perspective offers a paradigm change, claiming that the addicted individual 
is able to make informed choices and has the potential to regain control over his/her life by 
developing individual recovery strategies and proactively seeking support. In fact, most indi-
viduals facing addiction problems try to cope with it on their own, and many of them do 
succeed. There are many reasons for not seeking professional support, but some self-changers 
simply believed that they can overcome addiction on their own, wanted to do it on their own 
terms and felt proud of succeeding (Klingemann 1991, 1992). Self-changers often differ from 
clinical populations by having less severe problems, a more stable social situation, and more 
resources (Bischof et al. 2004; Granfield and Cloud 2001; Russel et al. 2001; Sobell et al. 1993). 
Exploration of the self-change pathways showed that severe negative consequences of addiction 
and the “hitting the rock bottom” phase is not a necessary element of recovery: some self-
changers are influenced by meaningful changes in their social life or significant others; there are 
also some who overcame addiction by drifting out harmoniously without specific turning points 
(Cunningham et al. 2005; Granfield and Cloud 2001; Klingemann 1991; Klingemann 2011). 
Moreover, it seems that not the specific components, but the multidimensionality of change 
emerges as the most important feature of maintaining self-change (Klingemann 2012).

Addicted individuals are able to pursue proactively their personal change agenda and choose 
between abstinence and reduced risk consumption as their goals (Klingemann et al. 2010). King 
and Tucker (2000) found three major ways in which self-changers were coping with alcohol 
addiction: (1) stable abstinence; (2) a short period of stable abstinence followed by low risk 
drinking; and (3) gradually lowered consumption to the level of low risk drinking. Humphreys 
suggests that self-changers with higher socio-economic status and less severe addiction problems 
tend to choose low risk drinking, while the others choose abstinence (Humphreys et al. 1995).

Cloud and Granfield (2008) specified resources (social, physical, human and culture) in indi-
viduals’ social environments that are relevant for change of addictive behavior, conceptualizing 
it as the “recovery capital.” Those resources are unequally distributed across society, therefore 
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the treatment providers could learn from self-changers and provide ‘support on request’ facili-
tating self-change. The “assisted self-change” concept enhances individual stock taking and 
decisional balancing (e.g. by motivational interviewing) and provides tools for self-monitoring 
(Cohn et al. 2011). Public health models stop short of this vision, promoting interventions to 
reduce health illiteracy in order to empower people (Kickbusch and Maag 2008) and discard-
ing the idea of “a world of smart people” (Klingemann and Bergmark 2006). Consequently, 
this strength-based approach implies a dramatic shift in the relationship between expert and lay 
referral systems (Freidson 1961), currently mirrored in the general trend towards patient-driven 
health care models with the empowered individual at the center of action-taking and the physi-
cian’s role as care consultant and health collaborator (Swan 2009).

Diffusion and rejection of the concept

While the first pioneer studies on natural recovery from drug use (Winick 1962), alcohol-
ism (Drew 1968), and smoking and obesity (Schachter 1982) had little impact in the field 
(Blomqvist 2007), evidence from large-scale consumption surveys in the 1970s, demonstrat-
ing the variability of consumption patterns and recovery pathways (Smart 2007), questioned 
the assumption of the homogeneity of addiction. Yet, resistance and skepticism among the 
major actors in the field, including the addiction research community, persisted. Barber’s clas-
sic contribution, “Resistance by scientists to scientific discovery,” to the sociology of science 
(Barber 1961) highlights, among others, the role of “substantive concepts,” “methodological 
conception,” and “religious ideas” when it comes to the dynamics of the diffusion of innova-
tions and discoveries in science. Dominating substantive concepts and theories are not simply 
given up even when contradicted by new empirical evidence, as Barber illustrates with the 
resistance to the heliocentric theory from the astronomer-scientists at the time. Furthermore, 
problems to integrate new ideas into established models and methodological conceptions 
represent barriers to change. Barber exemplifies this with the case of radioactive methods 
of measurement: “scientists . . . have resisted discovery because of their preference for the 
evidence of the senses” (Barber 1961: 598). Similarly, most self-changers constitute a hidden 
population compared with patients of addiction treatment who have been the major focus of 
research in this field. Studying the process of self-change requires qualitative unconventional 
approaches such as media recruitment (Klingemann 2010) and mixed methods including 
holistic life-history approaches, which do not easily fit quantitative statistical survey methods.

Treatment providers also are hardly receptive to the idea of self-change. Would treatment no 
longer be needed? Is the professional turf threatened? From their daily practice they are focused 
on the narrow selection of help-seeking and severely addicted patients and consequently view 
the world as they experience it. Furthermore, treatment providers tend to be influenced by 
their own convictions and beliefs. Particularly in the United States, we observe the immersion 
of faith-based treatments. More specifically, addiction counselors, often with little formal train-
ing (Sobell and Sobell 2011), share beliefs in a higher power as part of 12-step programs, which 
promote individual powerlessness as a central feature and consequently discard self-change 
(Klingemann et al. 2013; Orford this volume). Along the same lines Barber refers to Copernicus’ 
colleagues resisting his ideas because of their own religious beliefs (Barber 1961: 599).

Results of the self-change studies have not translated during the last decade into specific 
policy making and strength-based empowerment campaigns. Consequently, images of addiction 
as a chronic and severe disease, as conveyed by the media, continue to dominate in the general 
population as well (Klingemann and Klingemann 2007; Klingemann et al. 2017).
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Theoretical range and blind spots

Limitations of the self-change concept as it has been described here include most prominently 
a potential individualistic perspective. Even most frequently used terms, such as “self-change,” 
“natural recovery,” or “spontaneous remission” imply cognitive coping of the addicted indi-
vidual and decisional balancing processes weighing costs and benefits. This perspective is com-
patible with the idea of “assisted self-change” and clinical behavioral approaches, but narrows 
the initially much wider perspective of the natural trajectory of changes in addiction including 
“maturing out processes” in which recovery from addiction has been perceived as a conse-
quence of changes of social roles in the life course (Snow 1973; Winick 1962). Survey research 
showing the non-deterministic changeability of consumption patterns from an epidemiological 
perspective (Dawson et al. 2005, 2006; Smart 2007) did not make any assumption concern-
ing the nature and causality of the underlying change processes. In this context Cunningham 
points to the limitations of media-recruited samples regarding reasons for change: “while some 
people provide reasons that they have really thought about, others may provide reasons that 
they think they should give, and yet many others provide reasons out of the blue, because they 
have never even thought about them” (Cunningham et al. 2005: 82). Moreover, the focus on 
cognitive change processes and a strength-based concept potentially might carry a risk of the 
revival of moral and guilt concepts – “they can do it on their own but they don’t” – if used by 
liberal policies reducing professional help and implementing financial cuts in social work and 
counseling. As a more recent antidote to this, and as a complementary element to the approach 
of assisted self-change from clinical psychology (“self-change clinics”), research from a socio-
logical perspective has stressed physical and socio-environmental structures, cultural context and 
related life circumstances, which affect one’s capacity to reach a stable recovery from addiction. 
The latest stage of self-change research focuses increasingly on the dimensions of a “self-change 
friendly society” (Blomqvist et al. 2016; Klingemann and Klingemann 2007; Klingemann et al. 
2017). From this macro-societal perspective, images of the nature of addiction in the general 
population have an impact on the course of change processes. So far, research shows that soci-
ety seems to be far more pessimistic regarding the chance of self-change than is suggested by 
epidemiological research on the prevalence of that phenomenon. Although self-change is a 
major path out of addiction, the governing perception of addiction as a disease that must be 
treated professionally prevails and tends to be very persistent (Blomqvist 2009; Klingemann 
et al. 2017). Moreover, studies show that addiction-related stigma – a central part of which are 
negative, misinformed stereotypes – is extremely persistent and proves to be damaging for the 
risk groups. Addicts are perceived as lacking willpower, being dangerous and unpredictable and 
experience less understanding and social support than individuals suffering from other disor-
ders (Schomerus et al. 2011). Self-change studies identified stigma as one of the most impor-
tant reasons for not seeking treatment – people fear being labeled and discriminated against as 
“addicts” (Klingemann 1991; Tucker and Vuchinich 1994). Consequently, addiction-related 
stigma impedes the process of seeking help, aggravating the course of addiction (Moskalewicz 
and Klingemann 2015; Room 2005).

Another challenge for the self-change concept is the assumption of the universalistic nature 
of non-assisted change processes, claiming that change processes are driven by the same elements 
across various types of addictions and, furthermore, that change can be characterized as self-change 
within a comprehensive model valid within and without treatment contexts (DiClemente 2007). 
Self-change or desistance from licit and illicit drugs, non-substance-related addictive behaviors, 
crime and eating disorders, all seem to follow the same pattern. However, most studies have 
been conducted in Western European and Anglophone countries and models of self-change 
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suffer from an ethnocentric bias. Addiction is a heterogonous phenomenon and mirrors the 
fact that no social or cultural group is homogeneous. To illustrate this, Barker and Hunt (2007) 
discuss cultural issues in addiction recovery by contrasting specialist cultures (Western, highly 
individualist, technologically innovative, egalitarian and secular) with generalist cultures (non-
Western, collectivist, hierarchical, sacred/religious, traditional with a strong focus on family 
and group interconnections) as Weberian’ ideal types (Hall 1956, 1959; Oyserman et al. 2002; 
Weber 1904). Specialist cultures prize health because it is seen as linked with individual success. 
They tend to distinguish physical health problems (“correctable” through appropriate diagnosis 
and technological treatment) from mental health problems (fundamentally disruptive to the 
social fabric). Therefore, an addiction diagnosis leads to the marginalization of the addict (Barker 
and Hunt 2007). Health is valued also in generalist cultures but illness is often accepted with a 
degree of stoicism (or fatalism), and mental health is not separated from physical health. Because 
the ability to control life is not a major concern in generalist societies, an addicted individual is 
likely to be less disruptive of personal, familial, or community life and might remain a valued 
member still able to contribute at least something to the family (Barker and Hunt 2007; Lemert 
1958; Partanen 1991). In many non-Western societies, recovery may be seen primarily as a 
social event, an integrative process, restoring both group cohesion and individual integration –  
a process Kleinman (1980) calls “cultural healing.” Some self-change studies employing a non-
Western paradigm show that seeking cultural understanding and increasing sense of identity, 
and also through learning cultural practices (songs, legends, prayers, ceremonies, art), was fun-
damental in the process of recovery and regaining wellbeing (Mohatt et al. 2008; Morjaria-Keval 
2006; Tempier et al. 2011). While the family or community might condemn the behavior, the 
addicted individual remains within the family circle receiving public support for the efforts to 
deal with addiction (Barker and Hunt 2007). One should note, however, that while some stu-
dies stress the role of the social world of kinship responsibilities among Alaska Natives (Mohatt 
et  al. 2008; Tempier et  al. 2011), others show that closeness of association can work against 
Aboriginal people who try to disassociate themselves from a previously heavy drinking lifestyle 
(Brady 1993). Moreover, in non-Western cultures, spirituality cannot be separated from other 
aspects of self and cultural being and therefore spirituality and the process of meaning-making 
play a crucial role in recovery. Those research findings support the holistic view of recovery that 
transcends the individual, happening within the contextual framework of perceiving, under-
standing and experiencing the world (Morjaria-Keval 2006; Tempier et al. 2011). A closer look 
at the few studies from non-Western cultures shows that while full abstinence is a required char-
acteristic of recovery in many Western countries, significant moderation of use of the addictive 
substance is an acceptable endpoint in many other cultures (Everett et al. 1976). This is rarely 
evident from Western-culture self-change studies, which often excluded individuals who were 
not abstainers. Finally, the processes of maturing out might have different dimensions in non-
Western cultures: studies among Australian Aborigines (Brady 1993), urban American Indians 
(Barker and Kramer 1996) and the male population of Fiji (Walter 1982) showed that drunken-
ness is considered to be an unacceptable state at old age, especially as a person achieves increased 
social status (e.g. becoming a grandparent).

Future perspectives

The concept of change without treatment has matured out and proceeded from a provocative 
and political discussion at the peak of epidemic illicit drug use in the 1980s and 1990s, e.g. in 
Switzerland and Germany (Happel 1986; Klingemann and Klingemann 2007), to the develop-
ment of a more general model of individual change processes, and finally incorporating societal 
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and cultural conditions. “Most addicts quit and drug-induced neural plasticity does not prevent 
quitting” (Heymann 2013: 9): The self-change framework demonstrates that alternative models 
of addiction, beyond the polarization between moral failure and the medical model of brain 
disease, provide a new and useful conceptualization embracing research findings that were usu-
ally neglected in the past. Future research perspectives should attempt a better validation of 
findings, comparing problems and cultures, the inclusion of non-cognitive change mechanisms, 
and a longitudinal analysis of individual change of the addictive behavior over the life course 
(Klingemann et al. 2010). A model embracing the respect of the user perspective and the idea of 
addicts as choosing beings has met in practice with resistance from various policy and treatment 
stakeholders, impeding its diffusion and acceptance. According to Kuhn “paradigms gain their 
status because they are more successful than their competitors in solving a few problems that the 
group of practitioners has come to recognize as acute” (Kuhn 1970: 23). It remains to be seen 
how long it will take until epidemiological evidence and fundamental problems in societies’ 
treatment response (Klingemann and Bergmark 2006) lead to a crisis of deterministic medical 
models of addiction discarding the idea of addiction as a choice.
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ADDICTION

A structural problem of modern  
global society

Bruce K. Alexander

The alarming spread of alcohol and drug addiction in the late modern era has provoked a vast 
amount of moralistic and medical analysis (e.g., White 1998). However, neither the moralistic 
nor the medical paradigm has generated interventions that have curtailed the continuing spread 
of addiction. Moreover, despite loud proclamations to the contrary, neither the moralistic nor 
the medical paradigm has led to a compelling and robust understanding of addiction (Szasz 
1973/1985; Peele, Brodsky, and Arnold 1992: 19–46; Kalant 2009; Heyman 2009; Pickard 
2012; Hart 2013; Ahmed, Lenoir, and Guillem 2013; Levy 2013; Satel and Lilienfeld 2013; 
Helm et al. 2014; Hall, Carter, and Forlini 2015; Lewis 2015; Alexander 2016). Unfortunately, 
no widely accepted alternative has yet taken the place of these two played-out paradigms.

One flourishing line of thought in this theoretically unsettled interval stresses the importance 
of community support in the recovery of addicted people. A vigorous, widespread “recovery 
movement” has emerged to organize and celebrate community support (White 2000; 2011; 
Livingston 2012; Best and Savic 2014). This burgeoning movement is identified with phrases 
like “recovery community,” “recovery model,” “recovery capital,” “building community,” 
“restoring community,” “building relationships,” and “support groups.”

I believe that this current enthusiasm for community thinking foreshadows a long overdue 
paradigm shift in the field of addiction that will entail turning away from both the moralistic and 
medical paradigms. The new paradigm will not seek the cause of addiction problems in indi-
vidual vulnerabilities, weaknesses, disorders, reinforcement histories, or pathologies, but in the 
intrinsic vicissitudes of life in the globalizing world society of the modern age.

The “dislocation theory of addiction” (Alexander 2008/2010) summarized here builds on 
this societal paradigm. Dislocation theory leads to a radical proposition for controlling addic-
tion through large-scale social change. This proposition would have been unthinkable when I 
entered the addiction field a half-century ago, but the world has changed. I believe it must be 
taken very seriously now.

The dislocation theory of addiction

The dislocation theory stands outside the box of most current addiction thinking in at least 
three ways: First, dislocation theory does not focus initially on addicted individuals, as do both 
the moralistic and the medical paradigms. Instead, it focuses on an emerging global society within 
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which addiction has spread irrepressibly in the five centuries since Columbus’ voyages, and 
which many social scientists refer to as “modernity” or “the modern era” (Dussel 1995; Berman 
2010; Mann 2011). The modern era is marked by rejection of tradition, priority of individual-
ism, globalization of commerce, faith in scientific and technological progress, and steady growth 
of capitalism, industrialization, urbanization – and addiction.

Second, dislocation theory does not privilege drug and alcohol addiction. The tradi-
tional English language meaning of “addiction” (definition 1a in the current Oxford English 
Dictionary) refers to a state of “being dedicated or devoted to a thing, esp. an activity or occu-
pation; adherence or attachment, esp. of an immoderate or compulsive kind.” Dislocation 
theory encompasses severe addictions to wealth, power, sex, work, drugs, alcohol, gambling, 
love, eating, shopping, hoarding, dieting, Internet games, fantasy literature, social media, 
exercise, sports, narcissistic status seeking, or whatever. Severe instances of these addictions 
can be as destructive and intractable as severe drug and alcohol addiction (e.g., Sussman, Lisha, 
and Griffiths 2011).

Third, dislocation theory is drawn as much from historical, anthropological, sociological, 
economic, biographical, and clinical analysis as from quantitative medical research (see Alexander 
2008/2010). A theory of addiction must align with quantitative findings about known risk fac-
tors of course, but it must also fit careful observations of the relationship between risk factors 
and social and historical reality.

Figure 40.1  An outline of a societal view of severe addiction as a positive feedback loop or “vicious 
cycle” with an old portrait of Christopher Columbus as the central image. Painting by 
Ridolfo del Ghirlandaio (1483–1561) circa 1520, Wikimedia commons, public domain.
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Fragmentation

Figure 40.1 starts with the fact of fragmentation. From the time of Christopher Columbus 
onward, colonization of the globe by European powers fragmented local societies by conquest, 
disease, enslavement, economic exploitation, enticement, religious domination, and ecological 
devastation (Hobsbawm 1989: chap. 3; Dussel 1995; Wright 2004; Mann 2011).

As the colonizing European powers fragmented distant societies, they also fragmented sub-
cultures within their own homelands, although with somewhat more restraint. The agricultural 
and industrial revolutions that accompanied world colonization devastated stable peasant farms 
and commons throughout Europe (Polanyi 1944; El Saffar 1994: 62–68; Bollier 2014).

The fragmentation of world society that began in the early modern era continues in the 21st 
century, amidst further globalization of free-market capitalism, neoliberalism, consumerism, 
corporate culture, “enterprise culture,” “metacolonialism,” high-tech surveillance, rapid tech-
nical change, ecological devastation, real estate bubbles, international “free-trade” agreements, 
austerity, relentlessly efficient manufacturing and agribusiness, unending financial crises, and 
continuing plunder of aboriginal peoples (Chossudovsky 2003; Dufour 2003; Harvey 2011: 66, 
176; Hickinbottom-Brawn 2013; Snowden 2014; Klein 2014; McWilliams 2015; Nikiforuk 
2015; Levitin 2015; Bulhan 2015; Rodrik 2016; Daley 2016). Today’s global fragmentation is 
not just propagated by European nations, but by global powers on every inhabited continent.

Beneath the steamroller of modernity, families and communities are crushed; children are 
traumatized and neglected; local economies are pulverized; traditional values and religions 
are trivialized; corrupt governments oppress their own people; and cultural arts are reduced 
to mass-produced trinkets sold in tourist towns. Some authors speak of today’s fragmentation 
in terms of “postmodernity” rather than “modernity” (e.g., Berardi 2009), but the analysis 
remains essentially the same.

Societal fragmentation has come to seem an inescapable consequence of the increasing indus-
trial productivity and technical advancement that have enabled the earth to support seven billion 
people. However, this brave new world is in deep – possibly terminal – trouble, in large part 
because of unforeseen side effects of fragmentation, which include dislocation and addiction.

Dislocation

I use the word “dislocation” to designate the individual, psychological effects that follow from societal 
fragmentation. Dislocation has been described on many levels. For example, sociologists speak 
of the absence of sustaining interactions between individuals and their local reference groups. 
Psychologists speak of a meager sense of belonging, identity, meaning, and purpose, resulting 
in anxiety and depression. Existentialists speak of alienation, “nothingness,” or “non-being.” 
Christians speak of waning faith in the “God of our fathers” and of “the poor in spirit.” Evolutionary 
biologists speak of the unsatisfied, innate social needs of the human species. Dislocation has not yet 
been adequately described in the language of neuroscience – but it needs to be (Hellig, Epstein, 
Nader, and Shaham 2016).

Mass dislocation has come to seem normal. The modern market system for production and 
distribution of goods requires that people – both rich and poor – must perform competitively 
and efficiently, unimpeded by sentimental ties to families, friends, traditional values, or religious 
laws. Stringent economic rationality is said to make the law of supply and demand function effi-
ciently, and thus to “clear the markets” each day. Nations that have embraced the global market 
system in recent decades, including China and other BRIC nations, have been able to join the 
geopolitical superpowers.
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Seen in a positive light, dislocation can provide a space for enjoyable personal initiative and 
individual creativity. However, prolonged, severe dislocation eventually leads to an agonizingly 
empty life (Fromm 1941; Polanyi 1944; Barrett 1962; Frankl 1963; Erikson 1968; Berry 2009: 
35–48; Tolman 2013; Klein 2014: 158–160; Hickinbottom-Brawn 2013; Verhaeghe 2014; 
Rosin 2015). Severe, prolonged dislocation causes anguish, suicide, depression, disorientation, 
ill health, and domestic violence (Durkheim 1897/1951; Polanyi 1944; Barrett 1962; Chandler, 
Lalonde, Sokol and Hallet 2003; Berardi 2009). Because it is unbearable, prolonged disloca-
tion has been imposed as a dreaded punishment (e.g., solitary confinement, exile, ostracism, 
banishment, shunning, and excommunication) from ancient times to the present (White 2014). 
Dislocation in the form of extreme social isolation is indispensable in today’s terrifyingly scientific 
technology of torture (Klein 2007: chap. 1).

Describing the growth of dislocation from societal fragmentation in modernity is more than a 
lament of existentialists, theologians, and social workers. Specific linkages between societal frag-
mentation and individual dislocation have been experimentally and neurologically demonstrated 
for every stage of life, beginning before birth. For example:

Severe stress endured by pregnant women in a fragmented society can render their children 
socially fearful and dislocated years later. Some brain mechanisms underlying this causal 
relationship have been discovered. Traumatic postnatal stress that is commonplace in a frag-
mented society has also been linked directly with dislocation and addiction (see Maté 2008).

Inadequate attachment to a mother, other significant adults, and age-mates has been shown 
experimentally and clinically to drastically undermine a developing child’s social and emo-
tional capabilities later in life (Erikson 1963; 1968; Bowlby 1969; Blum 2002: chaps 6, 7, 10).

Real estate markets dominated by speculators and foreign investors can make settled fam-
ily and neighborhood life excruciatingly difficult for parents raising children. I witness this 
firsthand among young friends and relatives dislocated by today’s insanely inflated and vola-
tile housing market in Vancouver (see also Surowiecki 2014; Tencer 2015; O’Neil 2015).

Dehumanizing factory systems, such as Foxconn, where many of the world’s cell phones 
are made, can leave worker’s lives so empty that suicide becomes epidemic (Tharoor 2014; 
Kantor and Streitfeld 2015).

Corrupted political systems generate profound apathy and vulnerability to political fanati-
cism in powerless citizens (Wolin 2008; Risen 2014; Rodrik 2016; Porter 2016).

Lack of family and neighborhood support in a mobile society can push elderly people into 
incapacitating despair (McLaren 2014).

The Internetification of life for people of all ages produces confusion, impossible demands 
for continuous multitasking and measurable stress responses in the brain (Levitin 2015).

Of course, individuals can also be severely dislocated by natural disasters that cannot be attrib-
uted to societal fragmentation (e.g., Deraniyagala 2013). Nonetheless, fragmentation is a massive 
source of dislocation in the modern era, and many thinkers, in both capitalist and socialist coun-
tries, believe that dislocation has become essentially universal because of it (see Taylor 1991; 
Dufour 2003; Berardi 2009; Albrecht 2012; Donskis 2014; Welch 2015).

The word “dislocation” defies precise definition. For example, dislocation is experienced on 
a psychological level as a meager sense of belonging, identity, meaning, and purpose. But can a 
strong identity make up for a weak sense of purpose? Can a strong sense of belonging and love 
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make up for other lacks? It is impossible to say. Nonetheless, the modern spread of dislocation –  
under various names – has been recognized by acclaimed thinkers for centuries. It is easy to 
overlook its existence in an age dominated by positivist epistemology. Unfortunately, positivist 
epistemology cannot eliminate dislocation; it can only obscure it.

Addiction: adaptation to dislocation

Just as widespread dislocation historically follows social fragmentation, severe addiction histori-
cally follows dislocation. Extensive historical, anthropological, and clinical evidence documents 
this predictable sequence in Europe, Asia, and North America (Alexander 2008/2010: chap. 6).

Abundant clinical and biographical evidence shows why addictions track dislocation so 
closely. Addictions can provide dislocated people with some real relief and compensation for 
bleak, empty lives, when nothing else works (Alexander 2008/2010: chaps 6–8; Hart 2013: 
74–95; Fetting 2016).

Addictions can be adaptive in a fragmented world because – in psychological terms – they 
can provide severely dislocated people with a sense of belonging, identity, meaning, and pur-
pose, at least in the short term. Without their addictions, many people would have terrifyingly 
little reason to live and risk falling into incapacitating anxiety, depression, or suicide.

For example, rather than being overwhelmed by emptiness, drug-addicted people can keep 
frantically busy chasing drugs. At the same time, they can identify with the fascinating mythol-
ogy of William S. Burroughs, Curt Cobain, Phillip Seymour Hoffman, Amy Winehouse, 
Robin Williams, or Prince and the imagery of the “tragically hip” or “the coolest” (Burroughs 
1967; Pryor 2003).

Similarly, many people who are severely addicted to horserace gambling incessantly exchange 
information and hunches within a colorful subculture of characters at the track, and share a 
mythology of famous gamblers and legendary horses (Ryan 2014a; 2014b).

People who use drugs or gamble recreationally, rather than addictively, have found more ful-
filling and reliable sources of psychosocial integration. However, countless millions of people have 
such desperate needs for belonging, identity, meaning, and purpose that they seize onto one or 
more addictive pursuits, striving to build lives around them. When addictions prove to be the only 
visible hope for severely dislocated people to endure their existence, they hold onto them with the 
same iron grip that they would use to seize a piece of floating junk in a stormy sea.

The personal utility of severe addiction in adapting to dislocation explains its dangerously 
high prevalence in a fragmented, dislocated world. Moreover, some addictions also serve eco-
nomic functions in a modern world that requires overwork and overconsumption to keep the 
wheels turning and the profits growing (Slater 1980; Vance 2015; Kantor and Streitfeld 2016). 
Therefore, addictions to work and consumer goods are subtly encouraged by mass advertising. 
Addiction is as intrinsic to the modern era as competitiveness, loneliness, apathy, anxiety, and 
depression. However, severe addiction is terribly damaging, even though it serves an adaptive 
function for individuals and an economic function for society.

The adaptiveness of addiction is often obscured. Many severely addicted people deny their 
chronic dislocation, because they feel embarrassed that they do not “have a life.” They may not 
know that dislocation bedevils most people in the modern world. They may not fully realize 
the adaptive functions of their own addiction. In moments of insight, however, they can explain 
the functions of their addiction with surprising candor (Alexander 2008/2010: 158–160; Pond 
and Palmer 2016: 21–22).

Parents of addicted people often insist that their offspring’s addictions were caused by 
addictive drugs, genetic predispositions, or brain pathology. Recognizing addiction’s adaptive 
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functions would require facing the inadequacies of the environment they were able to provide 
their children, generating unbearable feelings of parental failure.

Mass media endlessly and authoritatively proclaim that addiction is a chronic disease caused 
by drug use in people with susceptible brains and stressful personal histories, rather than an adap-
tation to dislocation in a fragmented world. This Official View (as I call it) is backed by endless 
authoritative repetition and media dramatization (e.g., Nature editorial 2014; Seelye 2015; Pond 
and Palmer 2016; Volkow, Koob, and McLellan 2016). It is lavishly funded and sponsored 
by the National Institute of Drug Abuse in the United States, despite its glaring deficiencies 
(Alexander 2016).

Another complication is that whereas dislocation theory explains the high prevalence of 
severe, damaging kinds of addiction, addiction has milder forms as well. People can fit the Oxford 
English Dictionary definition of addiction when they fall head-over-heels in love, undertake a 
binge of work to finish an important project, or devote themselves to a life of compassionate 
community service.

Fragmenting consequences of addiction: the cycle continues

Addiction helps many people adapt to the stress of chronic dislocation, and fuels the economic 
engines of the global economy, but there is still another reason for its high prevalence in modern 
society. The long-term harmful consequences of many addictions exacerbate the fragmentation 
of modern society, thereby increasing the dislocation that flows from fragmentation and the 
prevalence of addiction. The vicious cycle takes another turn.

Fragmenting consequences of addiction include: Environmental and social destruction admin-
istered by wealth and power addicts pursuing profits in their executive suites; environmental 
and social destruction caused by wasteful addictive consumption by millions of more-and-less 
severely addicted customers; all the talented people who are lost from productive citizenship 
and supportive family function because of severe addictions and protracted recoveries; social 
insecurity produced by the depredations of overtly criminal street addicts supporting their hab-
its; and elders who cannot contribute stabilizing wisdom to succeeding generations because 
they are consumed by addictive involvements with television or psychoactive prescription drugs 
(Alexander 2015).

Therefore, because of its long-term harmful consequences to society, severe addiction is not 
only a downstream adaptation to societal fragmentation but also an upstream cause of fragmenta-
tion. Addiction perpetuates itself by exacerbating the fragmentation of the modern world.

A radical proposition

Because modernity mass produces fragmentation and dislocation, it is, by itself, a sufficient cause 
of a widespread and intractable flood of addiction in today’s world. If modern global society 
is to bring addiction under control, it will have to be re-structured, just as it will have to be  
re-structured to control environmental destruction and economic injustice (Klein 2014).

This radical proposition goes far beyond the comfortable conclusion that “environmental and 
social factors” along with “genetic factors” can explain why “addictive drugs” cause addiction in 
some people but not in others (e.g., Volkow, Koob, and McLellan 2016). It asserts that moder-
nity by itself is sufficient cause of a flood of addiction, notwithstanding individual differences in 
susceptibility.

Please note that this radical proposition does not deny the role that individual events play 
in the lives of individual addicted people. However, no theory of individual pathology, and 
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no synthesis of such theories can explain the flood of addiction that is produced by modernity. 
Here is a thought experiment: Envision a modern world in which all human traumas, genetic 
anomalies, character defects, cognitive errors, destructive reinforcement histories, illegal drug 
selling, and drug overprescribing that have been identified as causes of addition were magically 
eliminated. If the dislocation theory is correct, the flood of addictions would scarcely recede, 
because 1) severe addiction is a natural, non-pathological way of adapting to the chronic dislocation 
of modernity and 2) most severe addiction does not involve drugs or alcohol.

Nobody can draw the blueprint for the less fragmented global society that must somehow 
be fabricated from an unprecedented blending of humanistic values and ultra-modern technol-
ogy. However, we can work towards this future nonetheless, in conjunction with countless 
environmentalist, spiritual, social justice, and social recovery groups that are all seeking to 
interrupt the vicious cycle in their own ways, in their own localities (Hawken 2007; Klein 
2014). The eventual melding of this enormous pool of localized human energy can lead into a 
less fragmented world civilization whose psychosocially integrated citizens will not encounter 
dislocation and addiction as major problems. The macro-level changes that will be needed 
go beyond the obviously important ecological issues of keeping the biosphere of planet earth 
habitable (because planetary destruction is not the only source of dislocation and addiction) 
and beyond issues of eliminating social injustice and gross income inequality (because disloca-
tion and addiction are not only problems of the poor and marginalized). The changes must 
somehow provide opportunities for people, rich and poor, to fulfill the basic social and spiritual 
needs that make us whole as human beings while maintaining a viable global society.

This radical restructuring would have seemed preposterous and even unthinkable in the past 
and is still unthinkable within the institutions of wealth and power that govern the world. But it 
is now evident that the emerging global society of the twenty-first century is going to be restructured radi-
cally no matter what happens in the field of addiction. The restructuring is already visible in the irrepress-
ible reshaping of modern life by technology, changing weather patterns, the radical political/
economic changes envisioned in the Paris Climate Agreement of 2015, the gender revolution, 
and the “free trade” agreements that are reshaping relationships between citizens, nations, and 
corporations around the globe. If nightmare outcomes are to be avoided, the inevitable reshap-
ing must be informed at every stage by the need to control dislocation, addiction, and other 
psychological components of ever-increasing societal fragmentation.

I believe that the global addiction disaster cannot be solved solely by people acting in the 
role of treatment professionals, researchers, policy experts, public-spirited billionaires, or super-
heroes. If it can be solved, the solution will emerge from very large numbers of people acting 
together as neighbors, family members, and members of local action groups over sustained 
periods and the new mentality that eventually emerges from this process. The overarching 
emergent qualities of this piecemeal revolution are yet to be determined, but they are the hope 
for the future.

None of us will have to look very far to find a group near us that is addressing some aspect of 
the current disastrous situation. The best hope for solving the modern addiction problem – and 
a host of interrelated problems – begins with them, and they need our help now.

References
Ahmed, S. H., Lenoir, M. and Guillem, K. (2013) “Neurobiology of addiction versus drug use driven by 

lack of choice”, Current Opinion in Neurobiology 23(4): 581–587.
Albrecht, G. (2012) “The age of Solastalgia”, The Conversation, August 7, retrieved January 1 2015 from: 

http://theconversation.com/the-age-of-solastalgia-8337.

http://theconversation.com/the-age-of-solastalgia-8337


Bruce K. Alexander

508

Alexander, B. K. (2008/2010) The Globalization of Addiction: A Study in Poverty of the Spirit, Oxford, UK: 
Oxford University Press.

Alexander, B. K. (2015) “Addiction, environmental crisis, and global capitalism”, retrieved August 14 
2015 from www.brucekalexander.com/articles-speeches/283-addiction,-environmentalcrisis,-and-
global-capitalism.

Alexander, B. K. (2016) “Replacing the official view of addiction”, in Davis, J. E. and Gonzales, A. M. 
(eds), To Fix or to Heal: Patient Care, Public Health, and the Limits of Biomedicine, New York, NY: NYU 
Press, pp. 208–237.

Barrett, W. (1962) Irrational Man: A Study in Existential Philosophy, Garden City, NY: Doubleday Anchor 
Books.

Berardi, F. (2009) Precarious Rhapsody: Semiocapitalism and the Pathologies of the Post-Alpha Generation, 
Brooklyn, NY: Autonomedia.

Berman, M. (2010) All That is Solid Melts into Air: The Experience of Modernity (9th Edition), London, UK: 
Verso.

Berry, T. (2009) The Sacred Universe: Earth, Spirituality, and Religion in the Twenty-First Century, New York, 
NY: Columbia University Press.

Best, D. and Savic, M. (2014) “Substance use and offending: risk factors and addiction recovery”, in 
Sheehan, R. and Ogloff, J. (eds), Working Within the Forensic Paradigm: Cross-Discipline Approaches for 
Policy and Practice, Abingdon, UK: Taylor and Francis.

Blum, D. (2002) Love at Goon Park: Harry Harlow and the Science of Affection, Cambridge, MA: Perseus.
Bollier, D. (2014) Think Like a Commoner: A Short Introduction to the Life of the Commons, Gabriola Island, 

BC: New Society Publishers.
Bowlby, J. (1969) Attachment: Attachment and Loss, Vol. 1, New York, NY: Basic Books.
Bulhan, H. A. (2015) “Stages of colonialism in Africa: from occupation of land to occupation of being”, 

Journal of Social and Political Psychology 3(1): 239–256.
Burroughs, W. S. (1967) “Kicking drugs: a very personal story”, Harper’s July, 235: 39–42.
Chandler, M. J., Lalonde, C. E., Sokol, B. W. and Hallet, D. (2003) “Personal persistence, identity devel-

opment, and suicide: a study of native and non-native North American adolescents”, Monographs of the 
Society for the Study of Child Development 68(2): Serial No. 273.

Chossudovsky, M. (2003) The Globalization of Poverty: Impact of IMF and World Bank Reforms, London, 
UK: Zed.

Daley, S. (2016) “Outcry echoes up to Canada”, The New York Times, April 3, A1.
Deraniyagala, S. (2013) Wave: A Memoir, Toronto, ON: McClelland and Stewart: pp. 55–59.
Donskis, L. (2014) “Clashing sensibilities in politics and literature: the cases of Rex Warner and Czeslaw 

Milosz”, Homo Oeconomicus 31(3): 369–396.
Dufour, D.-R. (2003) L’Art de Réduire les Têtes; Sur la Nouvelle Servitude de L’Homme Libéré à L’Ere du 

Capitalisme Total, Paris, France: Édition Nöel.
Durkheim, E. (1951) Suicide: A Study in Sociology, trans. J. A. Spaulding and G. Simpson, Glencoe, IL: Free 

Press (original work published 1897).
Dussel, E. (1995) The Invention of the Americas: Eclipse of the “Other” and the Myth of Modernity, trans. M. D. Barber, 

New York, NY: Continuum.
El Saffar, R. A. (1994) Rapture Encaged – The Suppression of the Feminine in Western Culture, New York, 

NY: Routledge.
Erikson, E. H. (1963) Childhood and Society (2nd Edition), New York, NY: Norton.
Erikson, E. H. (1968) Identity, Youth and Crisis, New York, NY: Norton.
Fetting, M. (2016) Perspectives on Substance Use, Disorders, and Addiction: with Clinical Cases (2nd Edition), 

London, UK: Sage.
Frankl, V. E. (1963) Man’s Search for Meaning: An Introduction to Logotherapy, New York, NY: Pocket 

Books.
Fromm, E. (1941) Escape from Freedom, New York, NY: Farrar and Rinehart.
Hall, W., Carter, A. and Forlini, C. (2015) “The brain disease model of addiction: is it supported by the 

evidence and has it delivered on its promises?”, The Lancet: Psychiatry 2(1): 105–110.
Hart, C. (2013) High Price: A Neuroscientist’s Voyage of Self-Discovery that Challenges Everything you Know 

about Drugs and Society, New York, NY: HarperCollins.
Harvey, D. (2011) The Enigma of Capital and the Crises of Capitalism, London, UK: Profile Books.
Hawken, P. (2007) Blessed Unrest: How the Largest Social Movement in the World came into Being, New York, 

NY: Viking.



Addiction: a structural problem

509

Hellig, M., Epstein, D. H., Nader, M. A. and Shaham, Y. (2016) “Time to connect: bringing social context 
into addiction neuroscience”, Nature Reviews Neuroscience 17(9): 592–599.

Helm, D. et al. (2014) “Addiction: not just brain malfunction”, Nature 507: 40.
Heyman, G. M. (2009) Addiction: A Disorder of Choice, Cambridge, MA: Harvard University Press.
Hickinbottom-Brawn, S. (2013) “Brand ‘you’: the emergence of social anxiety disorder in the age of 

enterprise”, Theory and Psychology 23(6): 732–751, retrieved October 31 2015 from http://tap.sagepub.
com/content/23/6/732.

Hobsbawm, E. J. (1989) The Age of Empire: 1875–1914, New York, NY: Random House (Vintage).
Kalant, H. (2009) “What neurobiology cannot tell us about addiction”, Addiction 105(5): 780–789.
Kantor, J. and Streitfeld, D. (2015) “Inside Amazon: wrestling big ideas in a bruising workplace”, The New 

York Times, August 15, retrieved June 14 2016 from: www.nytimes.com/2015/08/16/technology/
inside-amazon-wrestling-big-ideas-in-a-bruisingworkplace.html?_r=0.

Klein, N. (2007) The Shock Doctrine: The Rise of Disaster Capitalism, Toronto, ON: Knopf.
Klein, N. (2014) This Changes Everything: Capitalism vs. the Climate, Toronto, ON: Knopf.
Levitin, D. J. (2015) “Why the modern world is bad for your brain”, The Guardian, January 18,  

retrieved January 18 2015 from: www.theguardian.com/science/2015/jan/18/modern-world-bad- 
forbrain-daniel-j-levitin-organized-mind-information-overload.

Levy, N. (2013) “Addiction is not a brain disease (and it matters)”, Frontiers in Psychiatry 4 (article 24): 
1–6.

Lewis, M. (2015) The Biology of Desire: Why Addiction is Not a Disease, New York, NY: Public Affairs.
Livingston, W. (2012) “Reflections on abstinence from a controlled drinker”, New Directions in the Study 

of Alcohol Journal 35: 35–47.
Mann, C. C. (2011) 1493: Uncovering the New World Columbus Created, New York, NY: Vintage.
Maté, G. (2008) In the Realm of Hungry Ghosts: Close Encounters with Addiction, Toronto, ON: Knopf,  

pp. 205–207.
McLaren, L. (2014) “All the lonely old people”, Maclean’s, March 17, 127(10): 36.
McWilliams, J. (2015) “Inside big ag: on the dilemma of the meat”, Virginian Quarterly Review, 

Spring, retrieved July 29 2015 from: www.vqronline.org/nonfictioncriticism/2015/04/inside-big- 
ag-dilemma-meat-industry.

Nature editorial (2014) “Animal farm: Europe’s policy-makers must not buy animal-rights activists’ argu-
ments that addiction is a social, rather than a medical, problem”, Nature, February 5, 506: 7486, 
retrieved April 1 2014 from: www.nature.com/news/animal-farm-1.14660.

Nikiforuk, A. (2015) “Fracking industry shakes up northern BC with 231 tremors”, The Tyee, January  
10, retrieved January 17 from: http://thetyee.ca/News/2015/01/10/Fracking_Industry_Shakes_ 
Up_Northern_BC/.

O’Neil, P. (2015) “Canada offers friendly home for illicit cash, report says: Canada ranks among worst at 
tracking corrupt real estate buys”, Vancouver Sun, November 13, pp. A1, A14.

Peele, S., Brodsky, A. and Arnold, M. (1992) The Truth About Addiction and Recovery, New York, NY: 
Simon and Schuster.

Pickard, H. (2012) “The purpose in chronic addiction”, AJOB Neuroscience 3(2): 40 49, doi: 10.1080/ 
21507740.2012.663058.

Polanyi, K. (1944) The Great Transformation: The Political and Economic Origins of Our Times, Boston, MA: 
Beacon.

Pond, M. and Palmer, M. (2016) Wasted: An Alcoholic Therapist’s Fight for Recovery in a Flawed Treatment 
System, Vancouver, BC: Greystone Books.

Porter, E. (2016) “We’ve seen the Trump phenomenon before”, The New York Times, May 24, retrieved  
May 26 2016 from: www.nytimes.com/2016/05/25/business/economy/weve-seen-thetrump-pheno 
menon-before.html?_r=0.

Pryor, W. (2003) The Survival of the Coolest: an Addiction Memoir, Bath, UK: Clear Press.
Risen, J. (2014) Pay any Price: Greed, Power, and Endless War, New York, NY: Houghton Mifflin, Harcourt.
Rodrik, D. (2016) “The politics of anger”, Social Europe, March 11, retrieved from www.socialeurope.

eu/2016/03/the-politics-of-anger.
Rosin, H. (2015) “The Silicon Valley suicides”, The Atlantic, December, 316(5): 62–73.
Ryan, D. (2014a) “Hastings Park gallops on: the glory days are gone but Vancouver’s racetrack still has its 

own unique community”, The Vancouver Sun, April 26, pp. B11–B12.
Ryan, D. (2014b) “Living the life: the mystical beauty of horses and family of racetrack personalities cap-

tivate Vancouver author Kevin Chong”, The Vancouver Sun, April 26, p. B12.

www.nytimes.com/2016/05/25/business/economy/weve-seen-thetrump-phenomenon-before.html?_r=0
www.nytimes.com/2016/05/25/business/economy/weve-seen-thetrump-phenomenon-before.html?_r=0
http://thetyee.ca/News/2015/01/10/Fracking_Industry_Shakes_Up_Northern_BC/
http://thetyee.ca/News/2015/01/10/Fracking_Industry_Shakes_Up_Northern_BC/


Bruce K. Alexander

510

Satel, S. and Lilienfeld, S. C. (2013) Brainwashed: The Seductive Appeal of Mindless Neuroscience, New York, 
NY: Basic Books.

Seelye, K. Q. (2015) “In heroin crisis, white families seek gentler War on Drugs”, The New York Times, 
October 30, retrieved November 24 2015 from: www.nytimes.com/2015/10/31/us/heroin-war-on-
drugs-parents.html?_r=0W.

Slater, P. (1980) Wealth Addiction, New York, NY: Dutton.
Snowden, E. (2014) “How the National Security State kills a free society”, Reader Supported News, June  

7, retrieved June 7 2014 from: http://readersupportednews.org/opinion2/27775/24094-how- 
the-national-security-state-kills-a-free-society.

Surowiecki, J. (2014) “Real estate goes global”, The New Yorker, June 26, retrieved June 4 2014 from: 
www.newyorker.com/talk/fina”ncial/2014/05/26/140526ta_talk_surowiecki.

Sussman, S., Lisha, N. and Griffiths, M. (2011) “Prevalence of the addictions: a problem of the majority or 
the minority?” Evaluation and the Health Professions 34(1): 3–56.

Szasz, T. (1973/1985) Ceremonial Chemistry: The Ritual Persecution of Drugs, Addicts, and Pushers (Revised 
Edition), Holmes Beach, FL: Learning Publications.

Taylor, C. (1991) The Malaise of Modernity, Toronto, ON: Anansi.
Tencer, D. (2015) “5 signs Canada’s housing markets are out of control”, Huffington Post, November 

3, retrieved November 4 2015 from: www.huffingtonpost.ca/2015/11/03/canada.housing-market_ 
n_8461888.html?utm_hp_ref=canada-business.

Tharoor, I. (2014) “The haunting poetry of a Chinese factory worker who committed suicide”, The Washington 
Post, November 12, retrieved November 16 2014 from: www.washingtonpost.com/blogs/worldviews/
wp/2014/11/12/the-haunting-poetry-of-achinese-factory-worker-who-committed-suicide.

Tolman, C.W. (2013) “Sumus ergo sum: the psychology of self and how Descartes got it wrong”, in  
W. E. Smythe (ed.), Toward a Psychology of Persons, New York, NY: Psychology Press, pp. 3–24.

Vance, A. (2015) Elon Musk: Tesla, SpaceX, and The Quest for a Fantastic Future, New York, NY: 
HarperCollins.

Verhaeghe, P. (2014) “Neoliberal economy brings out worst in us”, The Guardian Weekly, October 3–9, 
p. 18.

Volkow, N. D., Koob, G. F. and McLellan, A. T. (2016) “Neurobiologic advances from the brain disease 
model of addiction”, The New England Journal of Medicine 374(4): 363–371.

Welch, I. (2015) “American Psycho is a modern classic”, The Guardian, January 10, retrieved January 12  
2015 from: www.theguardian.com/books/2015/jan/10/american-psycho-bret-eastonellis-irvine-welsh.

White, P. (2014) “Solitary: a death sentence”, The Globe and Mail, December 6: F1, F9.
White, W. L. (1998) Slaying the Dragon: The History of Alcoholism Treatment and Recovery in America, 

Bloomington, IL: Chestnut Health Systems.
White, W. L. (2000) “Toward a new recovery movement: historical reflections on recovery, treatment 

and advocacy”, Recovery Community Support Program Conference, Arlington, Virginia, retrieved 
February 2016 from: www.morecovery.org/pdf/newrecmove.pdf.

White, W. L. (2011) “Circles of recovery: an interview with Keith Humphreys, PhD”, posted at: www.
williamwhitepapers.com.

Wolin, S. S. (2008) Democracy Incorporated: Managed Democracy and the Specter of Inverted Totalitarianism, 
Princeton, NJ: Princeton University Press.

Wright, J. (2004) God’s Soldiers: Adventure, Politics, Intrigue, and Power – A History of the Jesuits, New York, 
NY: Doubleday.

www.huffingtonpost.ca/2015/11/03/canada.housing-market_n_8461888.html?utm_hp_ref=canada-business
www.huffingtonpost.ca/2015/11/03/canada.housing-market_n_8461888.html?utm_hp_ref=canada-business


511

41
DON’T BE FOOLED BY THE 
EUPHEMISTIC LANGUAGE 
ATTESTING TO A GENTLER  

WAR ON DRUGS
Carl L. Hart

The resort to euphemism denotes, no doubt, a guilty conscience or—the same 
thing nowadays—a twinge in the public-relations nerve.

Mary McCarthy

Every Friday evening, with sadness and pride, I make the 90-min. journey from Columbia 
University to Sing Sing Correctional Facility to teach a drugs and behavior course. My students, 
predominately black and bright, enthusiastically engage the subject matter not least because 
some of them have a personal stake in the subject. Several are serving time for a drug-related 
offense, as are hundreds of thousands of other Americans.

The gentler war on drugs isn’t new

August 2017, driven largely by public perception that many white Americans are experiencing 
problems and even dying from opioid use, Donald Trump proclaimed the opioid problem a 
national emergency. The president’s announcement appeared to consolidate a shift in the way 
we view certain drug users. They are now patients in need of our help and understanding, rather 
than criminals deserving scorn and incarceration.

This was made abundantly clear in 2014 when the governor of Vermont, Peter Shumlin, 
devoted his entire State of the State address to the “heroin crisis” (Shumlin, 2014). He urged 
his overwhelmingly white electorate to deal with addiction “as a public health crisis, providing 
treatment and support, rather than simply doling out punishment, claiming victory and moving 
on to our next conviction.” Public officials from both parties and throughout the United States 
have echoed these sentiments, which ultimately spurred the White House to form the task force 
that urged Trump to declare an emergency in fall 2017.

What looks like a radical shift to a more enlightened drug policy—one that favors treatment 
over incarceration—has encouraged many to hope that there will be far fewer drug-related 
arrests than there were in previous decades. I don’t count myself among the optimists.
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Don’t get me wrong, I support this enlightened approach. It’s what we should do, certainly 
as it relates to dealing with individuals who are struggling with drug addiction.1 But it is not, 
historically, what we have done for all of our citizens.

Recall the so-called crack epidemic of the late 1980s. Can you imagine Gov. George Wallace 
of Alabama urging his voters to view crack use as a health crisis? I think not. Back then, even 
northern liberals such as New York’s Gov. Mario Cuomo were calling for life sentences for 
anyone caught selling crack cocaine, at amounts worth as little as $50 (Schmalz, 1986). Public 
contempt expressed toward those who used or sold crack was intense and visceral. The per-
ceived user and trafficker of crack was black, young, and menacing. But, in reality, the majority 
of crack users were white (US Department of Health and Human Services, 1995), and most 
drug users buy their drugs from dealers within their own racial group (Riley, 1997). In 1992, 
though, more than 90 percent of those sentenced under the harsh crack cocaine laws that were 
passed in the late 1980s were black (United States Sentencing Commission, 2002). They were 
required to serve a minimum prison sentence of at least five years for small amounts of crack, 
even if they were first-time offenders.

To the extent that the use of crack among whites was acknowledged, media reports sympa-
thetically detailed the plight of white middle-class crack users. It was seen as an understandable 
tool for stressful professional lifestyles. According to this scenario, the users—Wall Street execu-
tives, computer programmers and the like—had initially snorted cocaine recreationally after 
hours but had gradually moved on to smoking the drug during work time. And some developed 
problematic use.

For white crack abusers, medical experts were quoted extolling the effectiveness of treatment. 
Any law enforcement perspective was conspicuous by its absence. Public service announce-
ments, geared toward middle-class crack users, encouraged sympathy and not judgment.

This pattern of racial differentiation—one drug policy for white users and another for black 
users—followed the format of the heroin crisis beginning in the late 1960s. The face of the 
heroin addict then in the media was black, destitute and engaged in repetitive petty crimes to 
feed his or her habit. A popular solution was to lock up these users. New York State’s infamous 
1973 Rockefeller drug laws exemplified this perspective. This legislation created mandatory 
minimum prison sentences of 15 years to life for possession of small amounts of heroin or other 
drugs. More than 90 percent of those convicted under the Rockefeller laws were black or 
Latino, even though they represented a minority of drug users (Drucker, 2002).

This punitive approach to black heroin users coincided with a massive expansion of metha-
done maintenance programs that benefited large number of white “patients,” including addicted 
soldiers returning from the Vietnam War (Schatz, 1971). Even President Richard Nixon (Nixon 
1971) praised methadone “as a useful tool in the work of rehabilitating heroin addicts,” one that 
“ought to be available to those who must do this work.”

One key feature of methadone programs that was viewed as a drawback was the requirement 
that the drug be administered through health clinics or hospitals. This meant that patients had to 
attend the clinic daily in order to receive the medication. This presented an inconvenience for 
some patients, especially those with jobs and demanding schedules. Also, the fact that patients 
were required to stand in line in order to receive the medication was viewed as a form of social 
shaming, which was stigmatizing. So, in 1971, New York City Mayor John Lindsay picked up 
their cause pushing for the use of private physicians to distribute methadone to a select group of 
middle-class and insured patients (Ranzal, 1971).

This characteristically American pattern of cognitive flexibility on drug policy, with harsh 
penalties for some and sympathetic treatment for others, thus has a long history—one that 
continues to this day.
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Defining racism

In the US, the differential response to drug users based on race did not begin with heroin 
policies in the 1960s. This type of racism (or racial discrimination) is as American as drug 
use itself. Before going any further, though, I think it would be instructive to define racism 
because so many people have misused and diluted the term that its perniciousness gets lost 
when communicating, although the impact on the victims of racism can continue to fester for 
a lifetime. When I use the term here, I simply mean an action(s) that results in disproportion-
ate unjust or unfair treatment of persons from a specific racial group. Intent of the perpetrator 
is not required. What is required is that the treatment must be unjust or unfair, and that such 
injustice is disproportionately experienced by at least one racial group. Finally, individuals in 
positions of authority who fail to take actions to abolish or limit racism after being presented 
with evidence of its existence can be labelled racists in that specific domain.

Brief history of the United States’ response to drug use

In the early years of the 20th century, cocaine use by whites was promoted and celebrated.  
A range of over-the-counter and pharmaceutical products contained the drug and many promi-
nent individuals openly used it, praised it, and recommended it. Sigmund Freud, perhaps the 
best-known proponent, endorsed cocaine as a general feel-good tonic and addiction cure. 
Cocaine use by blacks, on the other hand, was condemned. One of the most egregious myths 
about cocaine was that it made black men unaffected by .32 caliber bullets. Some southern 
police forces, as a result, switched to the .38 caliber weapon (Williams, 1914). Between 1898 
and 1914 numerous articles appeared exaggerating the association of heinous crimes and cocaine 
use by blacks. In some cases, suspicion of cocaine intoxication by blacks was reason enough to 
justify lynchings. Mischaracterizations about black cocaine users coincided with the peak period 
of lynching and restriction of black people’s civil liberties and rights.

Around this time, the US Congress was debating whether to pass the Harrison Narcotics 
Tax Act, one of the country’s first forays into national drug legislation. This unprecedented 
law sought to tax and regulate the production, importation and distribution of opium and coca 
products. Proponents of the law saw it as a strategy to improve strained trade relations with 
China by demonstrating a commitment to controlling the opium trade. Opponents, mostly 
from Southern states, viewed it as an intrusion into states’ rights and had prevented passage of 
previous versions.

By 1914, however, the law’s proponents had found an important scapegoat in their quest 
to get it passed: the mythical “negro cocaine fiend,” which prominent newspapers, physicians 
and politicians readily exploited. Indeed, at congressional hearings, “experts” testified that “most 
of the attacks upon white women of the South are the direct result of a cocaine-crazed Negro 
brain.” When the Harrison Act became law, proponents could thank the South’s fear of blacks 
for easing its passage. Noted drug-control policy historian David Musto observed that fabrications 
about blacks and cocaine served as an important tool to preserve white supremacy (Musto, 1987).

Exploitation of white racial fears also played a crucial role in the de facto criminalization 
of marijuana in 1937, through the Marijuana Tax Act. Law enforcement types like Harry J. 
Anslinger, commissioner of the Federal Bureau of Narcotics, routinely connected use of the drug 
with blacks and Mexicans while recounting gruesome stories: “[P]olice found a youth . . . With 
an ax he had killed his father, mother, two brothers, and a sister . . . he had become crazed 
from smoking marijuana” (Anslinger and Cooper, 1937). These fabrications were widely dis-
seminated, facilitating draconian policies, racial discrimination, and incalculable human misery.
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US current response to opioids misses the mark

With this as background, US drug policy today takes on a sharper focus. Most opioid users are 
white. Policymakers recognize this fact. That is one reason Republican senators from those 
states with the largest numbers of opioid-related deaths withheld their support from the recent 
Senate health care bill—they saw it as underfunding treatment for opioid addiction. But this 
humane approach is only part of the picture.

Multiple states have drafted or passed legislation that enhances penalties for opioid possession 
and trafficking. In some states, prosecutors can now charge a drug dealer with murder for selling 
drugs to someone who died from an overdose. Deaths related to fentanyl, a potent synthetic 
opioid, have fueled such initiatives. Kentucky’s new law makes the sale of fentanyl, in any 
amount, punishable by a prison sentence of up to 10 years. Sound familiar?

If past drug law enforcement action is predictive of future behavior, most of those convicted 
of opioid-related crimes will be black and brown. Recent federal data back this up: More than 
80 percent of those convicted of heroin trafficking are black or Latino, although all racial groups 
buy and sell drugs at roughly the same rate. The discretionary nature of drug law enforcement, 
which continues to focus mostly on black and Latino communities, is basis for this type of racism.

Perhaps what’s even worse is that most “official” proposed solutions to deal with the so-
called opioid crisis completely miss the mark, mainly because such approaches are not data 
driven. For example, the overwhelming majority of opioid users do not become addicts. Less 
than a quarter of heroin users (Anthony et al. 1994) and less than one percent of people pre-
scribed opioids for pain will become addicted (Noble et al. 2010). We know that one’s chances 
of becoming addicted increases if s/he is young, unemployed and/or has co-occurring psychi-
atric disorders. That is why it is critically important for policies to ensure that people have jobs 
and affordable access to effective mental health services, rather than exclusively focusing on 
eliminating drugs from society. If we took this approach the number of people addicted to drugs 
would be substantially reduced.

The public also seems to be unaware of this fact: for nearly 20 years, the number of Americans 
who tried heroin for the first time in a particular year has remained between 100,000–200,000 
(SAMHSA, 2015). This number translates to about 0.1 percent of Americans aged 12 and older, 
which is relatively low compared with cannabis and cocaine, for which the numbers are 2.6 
million (1 percent) and 1 million (0.4 percent), respectively. Still, the number of new heroin 
users has not appreciably changed in several years, despite the fact that heroin was banned in 
1914. In other words, heroin use specifically, and opioid use in general, isn’t going anywhere 
whether we like it or not. This isn’t an endorsement of drug use but rather a realistic appraisal 
of the empirical evidence with which I deal in my continuing efforts to help keep people safe.

The major concern with illicit opioid use is the potential for overdose and death. It is cer-
tainly possible to die from an overdose of an opioid alone, but this accounts for only about 
a quarter of the thousands of opioid-related deaths (SAMHSA, 2014). Combining an opioid 
with another sedative such as alcohol, an antihistamine (like promethazine), or a benzodiaz-
epine (like Xanax or Klonopin) causes many of these deaths. Put another way, people are not 
dying because of opioids, they are dying because of ignorance. Public service announcement 
campaigns warning users about the real potential dangers of these drug combinations need to 
be clear and greatly expanded.

Now there is an additional opioid that we have been made to fear—fentanyl. Fentanyl 
produces a heroin-like high but is considerably more potent, meaning that less of the drug is 
required to produce an effect, including overdose. To make matters worse, according to some 
media reports, illicit heroin is sometimes adulterated with fentanyl. This, of course, can be 
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problematic, and even fatal, for unsuspecting heroin users who ingest too much of the substance 
thinking that it’s heroin alone.

One simple solution to this problem is to make available free, anonymous drug-purity test-
ing services. In this way, people who use illegal drugs can submit their drug samples and receive 
an analysis of the sample’s composition and purity. If the sample contains adulterants, the users 
would be informed. These services already exist in places such as Belgium, Portugal, Spain, and 
Switzerland, where the first goal is to keep users safe.

In addition, the opioid overdose antidote naloxone should be made more affordable and read-
ily available to opioid users, and their family and friends. Naloxone now comes in multiple forms, 
including nasal spray, making it easier for family members, friends and caregivers to administer.

Another life-saving piece of information that has been absent from discussions of the opioid 
problem is acetaminophen toxicity. The most recent data from the National Survey on Drug 
Use and Health shows that just over 300,000 people reported using heroin at least once in the 
past 30 days. This number is substantially lower than the number of individuals who reported 
use of marijuana, which came to about 22 million, prescription opioids, about 4 million,  
and cocaine, 2 million, over the same period. Most individuals seeking a heroin-like high use 
prescription opioids recreationally. On the one hand this is a good thing, because the purity 
of street heroin is often poor due to adulterants added to increase the quantity of the prod-
uct. Prescription opioids are usually of a higher quality as they are pharmaceutical-grade. But: 
Popular prescription medications like Percocet, Vicodin and Tylenol 3 contain a relatively low 
dose of an opioid in combination with a considerably larger dose of acetaminophen—and exces-
sive acetaminophen exposure is the number one cause of liver damage in the United States. 
Some users may unwittingly risk liver damage by taking too many of these pills. It seems that a 
responsible society would inform people not to overdo it on opioids containing acetaminophen 
because it can be more fatal than the low doses of opioids contained in these formulations.

Negative unintended consequences that stem from our approach to dealing with drugs 
abound. But the fact that many physicians are unwilling or reluctant to prescribe opioid medi-
cations for fear of appearing to run “pill mills” has received insufficient discussion, especially 
in relation to its impact on racism in medical practice. The barrage of media stories attest-
ing to an epidemic of opioid use has left many with the belief that physicians are too quick 
to distribute opioid medications to patients. Indeed, occasionally media headlines blare with 
stories about rogue physicians arrested for “pushing pills,” that is, dispensing pain medications 
indiscriminately for quick cash. There are also periodic stories of cunning patients who “doctor 
shop,” deceiving physicians in order to obtain large amounts of opioid medications. The fact 
that most physicians want to do the right thing and are judicious in their prescribing of pain 
medications is frequently omitted from sensational accounts of the “drug pusher doctor.” These 
developments, ultimately, make it more difficult for patients to obtain opioids when medically 
indicated. Importantly, it has been well documented that physicians are less likely to prescribe 
opioids to blacks than to whites (Singhal et al., 2016). This type of racism will certainly be exac-
erbated if we continue on our alarmist approach to dealing with opioids.

In terms of treating individuals with opioid addictions, well-run methadone programs, with 
appropriate adjunctive therapies that address other medical or psychosocial needs of patients 
with heroin addiction, work to lessen debilitating symptoms associated with the disorder 
(Greenwald this volume). Moreover, in a growing number of countries, including Switzerland, 
The Netherlands, Germany and Denmark, effective opioid treatment may include daily injec-
tions of heroin, just as the diabetic may receive daily insulin injections. Also, like diabetes 
treatment, heroin administration is only one aspect of the treatment, which also includes 
addressing the medical and psychosocial issues of the patient. Some of these programs have 
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been running successfully for more than 20 years. Notably these patients hold jobs, pay taxes, 
and live long, healthy, productive lives. Yet, in the United States, these programs are not even 
discussed as an academic exercise, let alone as another tool in our armamentarium used to treat 
opioid addiction.

Enhancing penalties for opioid possession and trafficking seems to be a less than effective 
strategy to deal with opioid-related deaths. In addition, the re-imposition by Attorney General 
Jeff Sessions of more mandatory minimum prison sentences for drug offenses will result in more 
black and brown people locked away. This is not only anachronistic, mean and racist, but it 
does not address the real concerns associated with opioid misuse as noted above. Nor does this 
approach help those afflicted with opioid addiction.

The correction officer’s abrupt, loud knock on the thick glass window signaling the end of 
our class period startled me, just as it did the previous week and the week before that. Immersed 
completely in my lecture and in the intensely engaged faces of my students, I lost track of time. 
There are no clocks on the wall; cell phones and other electronics are not permitted. The two 
hours had imperceptibly passed. My students stoically prepare to go back to being inmates. 
And I prepare to leave, as I do on every Friday night, with the same sinking feeling that our 
approach to dealing with drugs hasn’t appreciably changed in more than one hundred years. 
The only thing that changes is the names of the ignorant policy makers and law enforcement 
officials charged with waging drug wars. Our citizens, including the black and brown ones, 
deserve better.

Note
1 The terms ‘addiction’ and ‘abuse’, as they are used throughout this article, conform to the Diagnostic and 

Statistical Manual of Mental Disorders, 5th Edition (DSM-V) definition of Substance Use Disorder.
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DRUG LEGALIZATION AND 

PUBLIC HEALTH
General issues, and the case of cannabis

Robin Room

Psychoactive substances have been a part of human experience since before recorded history 
began. They serve many purposes: as sources of pleasure, relief of distress, wakefulness or 
sleep, energy or tranquillity. They also bring health and social problems, both for the user and 
for others.

Whether through custom or law, access to and use of most of the substances has often been 
subject to social control. There is a considerable history of cultural and national prohibitions on 
use of psychoactive substances. For instance, there was a national prohibition on alcohol in 13 
autonomous countries during the first decades of the 20th century (Schrad 2010), and alcohol 
use is forbidden for observant Moslems and discouraged or forbidden in some strands of other 
major world religions. Historically, there have also been prohibitions on tobacco and other 
substances (Austin 1978). For substances that have a substantial effect on behaviour, cultures 
have generally chosen either to tolerate use but attempt to limit it or to forbid its use (Room 
and Hall 2013).

Where use of a substance that affects behaviour is not prohibited, there are commonly rules 
around its availability and use, and often formal regulations and laws. Such laws may specify, 
on the one hand, who can use and under what circumstances, and on the other, how, where 
and when the substance can be promoted and sold or served. Where such a substance is legally 
available in a society with a market economy, controls on the promotion and marketing of the 
substance become a crucial public health issue – as experience with the difficulty in limiting 
markets in alcohol and tobacco in the last century makes clear.

In this chapter, our focus is on legalization in the full sense of the term – where a substance 
is legally produced and supplied, with whatever restrictions, for unrestricted use by the con-
sumer. Thus we are not concerned with decriminalization or depenalization, where penalties 
are removed or softened for the end-user but criminal penalties for producing or supplying the 
substance remain in place. We give particular attention to legalization of cannabis, since this is 
the main current arena where issues of legalization and public health are in play.

Public health approaches to legalization

A public health approach to legalization of substances that are attractive enough to carry risks 
of overuse and of other harms will inevitably be some variation on policies of “permit but 
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discourage”, as a relevant book is titled (Bogart 2011). Where private interests are supplying the 
substance in a market economy, there will always be pressure to expand the market, whether 
by advertising and other promotion to potential consumers, or by the “ratchet mechanism” 
(Mäkelä et al. 1981) of pressure to loosen restrictions on availability on policymakers, regulators 
or enforcers.

A public health approach to legalization thus needs to look in two directions: on the one 
hand, at loosening the constraints under which a substance has been in a prohibited status, and 
on the other hand, at installing mechanisms that limit availability and control promotion so as to 
discourage heavy use (Rehm et al. 2013) or other risky consumption, and which are resistant to 
commercial pressures for weakening. Concerning the constraints that require prohibition, we 
pay primary attention here to the international level, since it can be argued that that has been 
the level which has been overriding until recently, and which is still important. Concerning 
limiting the market, our attention will be primarily at the national or subnational level (the lat-
ter particularly in federal countries), since these are the primary levels for market regulation in 
the interests of public health. It should be recognized, however, that prohibitionary impulses 
are not limited to the international level. In the last half-century, many governments have been 
elected on the basis of platforms of cracking down on illicit drugs, and in many places the weight 
of popular sentiment is still towards drug prohibition. On the other side, it must also be recog-
nized that the forces seeking to open up and “grow the market” are not only at national and 
local levels. Large and powerful multinationals dominate the alcohol and tobacco markets, not 
to mention the markets in medical psychopharmaceuticals, and if unchecked are likely to move 
to a dominant position in the market in any other substance with wide appeal not long after its 
legalization. Beyond their marketing expertise, such global corporations tend to be far quicker 
than regulatory agencies at transferring successful innovations from one jurisdiction to another.

This discussion does not deal with provisions for medical use of a substance under pre-
scription. Where this alternative exists in an otherwise prohibitionary system, the fact of the 
prohibition may indeed distort the functioning of the prescription system (see Babor et  al. 
2010b, Chapters 6 and 12). In a further distortion, in some states in the US making “med-
ical marijuana” available as a medication was in part seen as a stepping-stone towards full 
legalization, and rules around medical availability have been set quite loosely; 5% of adults in 
California, for instance, had used medical marijuana by 2012 (Ryan-Ibarra et al. 2015). Where 
cannabis for nonmedical use becomes legally available, medically prescribed cannabis may be 
expected to lose prominence – although lighter restrictions on availability for medical mari-
juana, including a lower price because it was not taxed, meant that this was not the case in the 
months after Colorado’s legalization of recreational cannabis (Ghosh et al. 2016). Meanwhile, 
in the dozen or so countries other than in North America that now provide for prescription of 
cannabis, the medical availability is often little different from the situation for other prescription 
psychopharmaceuticals.

Drug control at the international level

Nowadays there is a global system of drug control that includes many psychoactive substances, 
but by no means all. It is governed by three international treaties, dating from 1961, 1971 and 
1988, to which most countries are parties. Under the treaties, governments can permit medi-
cal or scientific use of the substances subject to the treaties, but no other use is allowed (Babor 
et al. 2010b).

Among other goals, the treaties can be regarded as intended to promote public health. A major 
justification offered in the preamble to the 1961 treaty is that it is aimed against “addiction to 



Robin Room

520

narcotic drugs”. Among the criteria for including a substance under the control of the 1971 treaty 
is that there is “evidence that the substance is being or is likely to be abused so as to constitute 
a public health and social problem warranting the placing of the substance under international 
control”. In another public health-related facet, the treaties also aim to facilitate “adequate provi-
sion” of supplies of the substances for medical use.

But the division of the United Nations system that has charge of the drug control treaties, 
the Office on Drugs and Crime (UNODC), is responsible for international crime control rather 
than public health. While the system had always been multiply motivated, crime control and the 
illicit market became its dominant concern in the late 20th century (Carstairs 2005), as epito-
mized by the combination of the UN drugs and crime offices in 1997. In the Cold War era, drug 
criminalization and control was a rare international arena in which the two sides could mostly 
agree. In compliance with the treaties, laws in most countries criminalize not only markets in 
substances controlled under the treaties, but also a consumer’s possession of the substances other 
than for medical purposes. At national levels, too, criminal justice concerns and agencies are at 
least as much involved as public health concerns and agencies, and often take priority.

A fourth international treaty, the Framework Convention on Tobacco Control, which took 
effect in 2005, is unambiguously a public health treaty, under the jurisdiction of the World 
Health Organization, and with production and distribution remaining legal. Tobacco became 
ever more identified as a public health menace in the second half of the 20th century, but as a 
legal substance with politically strong corporate and state producers it seemed inconceivable to 
prohibit it, and sporadic attempts to bring it under the drug treaties were quickly stifled. Unlike 
the drug treaties, the tobacco treaty’s provisions are primarily “soft law”, recommending actions 
to parties rather than requiring them. Nevertheless, experience in the first decade of the treaty 
suggests considerable success in motivating parties to adopt measures that it recommends (e.g., 
Sanders-Jackson et al. 2013).

Many psychoactive substances are not covered by the international treaties. Some are in wide 
traditional use in particular global regions – e.g., khat, betel nut – and some are more local, but 
use is primarily as a folk custom without highly centralized and capitalized production and dis-
tribution. Others are “new psychoactive substances” (NPSs), a mixed category including both 
newly invented or promoted substances and some longer-established but not listed under the 
conventions (Seddon 2014).

And then there is alcohol, which is both widely used and highly commercialized, but which 
is not covered by any international treaty. If it were to be considered for coverage under the 
1971 drug treaty, it would clearly qualify for scheduling in terms of the treaty’s criteria (Room 
2006); but since this would require that all nonmedical use be prohibited, the drug control 
system has never formally considered it for scheduling. When the present author attempted 
to get the WHO’s Expert Committee on Drug Dependence to review it for consideration for 
scheduling under the drug treaties, there was resistance to considering the motion, which was 
then referred for consideration “at some future Expert Committee meeting” (WHO 2012). An 
alternative approach would be a separate convention on alcohol, for instance adapted from the 
tobacco convention (Room 2006). But so far there has been no political appetite for this; for 
elites and staff in the international arena it is “our drug”, available for instance in the luncheon 
cafeteria at the World Health Organization headquarters.

Issues at the intersection between international controls and legalization

In current circumstances, a major reason why international agreements on psychoactive sub-
stances matter is the growing scope and power of global and other multilateral trade treaties. 
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Psychoactive substances have been an important part of international trade since the wine 
amphorae of ancient times. Legal trade in such substances – for instance, in alcohol and tobacco 
products – is rarely excluded from trade treaties, and there have been a number of judgements 
in World Trade Organization (WTO) disputes disallowing national control measures on alco-
hol and tobacco (Ziegler and Ziegler 2006). Despite formal provisions for exceptions on public 
health grounds, the narrow wording of the exceptions and the rules and the nature of the 
expertise drawn on for adjudication of disputes generally weigh against the public health interest 
(Rehm and Room 2009; Liberman and Mitchell 2010; McGrady 2011). The tobacco control 
treaty in its current form does not include language addressing conflict with trade treaties, but 
such provisions are an important issue for future treaties grounded in public health concerns.

Although the three drug treaties also do not specifically address trade treaty provisions, there 
has been no WTO dispute filed concerning substances under their control (Babor et al. forth-
coming); presumably their prohibitionist stance and tight regulatory provisions concerning trade 
in controlled medications have warded this off. To the extent drugs are legalized, countering the 
market-opening intentions of the trade treaties becomes an important policy agenda. National 
or subnational regulations of legalized drugs need to be protected by treaty from attack in trade 
disputes and lawsuits.

For the substances scheduled under the international drug control treaties, the situation has 
been changing. There are three primary areas in which there has been movement as of 2016. The 
first is the setting of a modern precedent by which a country can remove itself from the treaty 
requirements for prohibition of a particular substance. Coca-leaf chewing is a long-established 
custom in Andean nations, and specifically in Bolivia, but had been included in the prohibitions 
of the 1961 treaty. After failing in an attempt to remove coca leaves from coverage by the treaty 
(just as cannabis leaves had always been excluded), in 2012 Bolivia withdrew from the 1961 
convention and in 2013 successfully re-acceded with a reservation concerning the prohibition 
on coca leaves. There were minor symbolic and fiscal punishments along the way from the US 
and the European Union, but Bolivia’s successful initiative confirmed a path by which a country 
can use internationally recognized procedures to remove itself from drug treaty coverage of a 
particular substance (Room 2012b).

The second area has been a more general revulsion in much of Latin America against the 
“war on drugs” model of drug control. Efforts to eliminate the illicit drug trade, the primary 
markets for which have been in the US and Europe, have taken a considerable toll on many 
Latin American countries. In 2009 a Latin American Commission on Drugs and Democracy, 
headed by ex-presidents of Brazil, Colombia and Mexico, issued a report arguing for decrimi-
nalization of cannabis use and to “reframe the strategies of repression against the cultivation of 
illicit drugs” (Latin American Commission 2009). The push by some Latin American countries 
for reform of the system has continued, though so far with little effect; for instance, Mexico, 
Colombia, Guatemala, Ecuador, Uruguay and St Lucia together pushed for opening up the 
debate at the 2016 United Nations General Assembly Special Session (UNGASS) on drugs, 
brought forward at the insistence of Latin American countries from an originally scheduled 2019 
to April 2016 (IDPC 2014: 10).

The third area is the developing area of cannabis legalization. Other than in Uruguay, the 
movement has come primarily from civil society rather than governments, and is in the process 
of disrupting the international status quo, although there has been no change yet in the formal 
position of the international control system. Whereas the earlier Netherlands “coffee shops” 
system could be argued to be formally within the treaty limits, accomplishing this left it with the 
“back door problem” of having no provision for legal production (MacCoun 2011). De-facto 
legalization of cannabis production as well as retail sale has come in Europe primarily through 
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the growth of cannabis clubs in Spain, Belgium and elsewhere (Kilmer et al. 2013; de Corte 
2015), with each club locally organized. The formal systems of legalized cannabis production, 
processing and sale that have emerged in a growing number of US states have been legalized 
by citizens’ ballot initiatives, not through elected legislators. Change from the national political 
level has begun to emerge, with Uruguay moving first at this level, and Canada committed also 
to legalize (Room 2014; Rehm et al. 2016). Defenders of the international control system are 
now putting a new emphasis on the system being “flexible and resilient” (IDPC 2014), but there 
is no question that these systems are outside the bounds set by the treaties.

While there have been a number of suggestions of amendments to the treaties (Room 
2012c) or of a new Framework Convention on Cannabis Control to supersede the 1961 treaty 
with respect to cannabis (Room et al. 2010: 162–191), there has as yet been no concrete sign 
of change in the international drug control system. Full legalization of any drug by the interna-
tional treaties remains in defiance of the treaties, unless a manoeuver like Bolivia’s is undertaken. 
On the other hand, the legalization of cannabis in states of the US has compromised the moral 
authority of the country that has had the primary role in building and maintaining the drug pro-
hibition system (Babor et al. in press). It is no longer clear that there would be substantial general 
international reaction against a controlled legalization of cannabis, as is now being undertaken 
in Uruguay and in Canada, although (as is the case for Uruguay and the US states) neighbouring 
jurisdictions may well take a strong interest in developments at their borders.

Cannabis does not generally rank high in comparisons of the relative harmfulness of psycho-
active substances, and there has now been a half-century in which it has had some popularity 
among middle-class youth in high-income countries. For most other drugs with substantial 
illicit use that are under international control there would probably be a stronger international 
reaction, and legalization seems further off. Thus, primary attention is paid in the remainder of 
this chapter to cannabis, where legalization already exists or is pending in a number of places.

Legalizing in the shadow of prohibition: a century’s experience  
with building regimes for alcohol and cannabis

There is plenty of precedent for building legal regulatory regimes when prohibition of produc-
tion and sale of psychoactive substance is the alternative. The US states had to do this in a period 
of months following the election of November 1932, when it became clear that US federal 
alcohol prohibition was coming to an end. The states could draw on a considerable literature 
on relevant experience elsewhere (Catlin 1931; Fosdick and Scott 1933), including experiences 
with ending prohibition in Canada and Norway, for instance, as well as regulatory regimes else-
where. There was also the US experience from pre-Prohibition times, less than 15 years before.

Regimes for legalized alcohol

For alcohol, there were two basic choices in societies that had had a strong alcohol temperance 
history (Levine 1992), so that alcohol was not regarded as just another foodstuff: the state could 
monopolize the market, or private interests could be licenced under a specific “liquor licencing” 
system. Government monopolies of alcohol sale were set up at the municipal level in Sweden 
and other Nordic countries and in the southern US in the latter half of the 19th century (Room 
2000), in some places serving alcohol and in others selling it to take away. They often proved 
highly profitable – which helped them to survive in a number of states, provinces and countries 
through the era of privatization in recent decades. Currently, the monopoly covers only part 
of the market, usually for take-away alcohol; in almost all jurisdictions with a monopoly today, 
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there is also a liquor licencing system, for instance for restaurants. In terms of public health 
interests, alcohol monopolies typically have fewer outlets and shorter sales hours, putting some 
limits on availability. With a “disinterested management” not driven by a profit motive and staff 
in secure government jobs, conditions on sales and restrictions on purchasers (e.g., not selling 
to those under legal age) are more likely to be complied with. An alcohol monopoly also fills a 
position in the market that, in private hands, would be lobbying to relax regulations so that sales 
could be increased. Studies of privatizations of alcohol monopolies have found that monopolies 
have an effect in holding down levels of alcohol sales and of alcohol-related problems (Her et al. 
1999; Hahn et al. 2012).

In liquor licencing systems, as they operated until recent decades in societies that had had a 
strong alcohol temperance history, the number of licences granted was usually restricted, so that 
the licencee had the advantage of a non-saturated market. In return for this privileged position, 
the licencee was expected to follow detailed regulations limiting conditions of sale in the inter-
est of public health and order. The systems adopted in this era were much more restrictive than 
today: in Canada, limits on purchase amounts per visit were common; in Sweden there was an 
individualized monthly ration of take-away spirits, primarily for males, with one in ten males 
denied a ration; in the UK and Australia, tavern opening hours were restricted (Room et al. 
2006; Room 2012a). Many of these restrictions were abandoned in the course of the second half 
of the 20th century, in successive deregulatory waves, and substantial increases in alcohol con-
sumption and alcohol-related problems ensued (e.g., Mäkelä et al. 1981; Norström 1987; AMS 
2004). The US alcohol control systems that cannabis legalization initiatives have promoted as a 
model are thus considerably less restrictive than at their inception in the 1930s.

There is a substantial scholarly literature available on the effects of regulatory controls on 
levels and patterns of alcohol consumption and on rates of alcohol-related problems (Babor et al. 
2010a). Reflecting the historical experience since the 1950s, many of the studies are based on 
what happened when restrictions were removed or loosened (Olsson et al. 2002).

Regimes for legalized cannabis

There are two longstanding systems for legal availability of cannabis: in India and in the 
Netherlands. India had a historic tradition of consumption of cannabis for religious and secular 
purposes. Under the 1961 international drug treaty, countries with traditional patterns of use of 
scheduled drugs were allowed a 25-year period to eliminate this, and the Indian government 
reluctantly outlawed cannabis preparations forbidden under the treaty in 1985. However, at 
India’s instance, the treaty had specified that it was only the “fruits and flowering tops” of can-
nabis plants that were forbidden by the treaty. So bhang, an infusion of cannabis leaves, is legally 
sold at government-licenced shops in at least five states in India (Room et al. 2010: 99–100). 
However, there seems to be no serious study available in English of the functioning and effects 
of these Indian state systems, which have operated largely under the radar of the international 
drug control system and of policy research.

The Dutch system of de-facto legalization of retail sales of cannabis in “coffee shops” was 
set up after passage of a national drug law reform in 1976. National regulations specify a num-
ber of restrictions on the coffee shops: there can be no hard drugs or alcohol on the premises; 
quantities to be sold are limited (no more than 5 gm per customer per day); no sales or access to 
persons under 18 are allowed; advertising is forbidden. In 2013 access was limited to residents 
of the Netherlands only, though enforcement of this is a local matter (van Ooyen-Houben and 
Kleemans 2015). Additional conditions, including a ban on coffee shops, can be imposed locally. 
That for many years the Netherlands was known as the only high-income country in which 
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cannabis for recreational use was (de-facto) legally available has resulted in considerable cannabis 
tourism. In part due to the resulting foreign-policy pressures, the policies have varied considerably 
over the 40 years of de-facto legalization (van Ooyen-Houben and Kleemans 2015).

In November 2012, voters in the US states of Colorado and Washington voted to legalize 
cannabis production and sale, in 2014 Alaska and Oregon followed suit, and in November 2016 
they were joined by California, Nevada, Maine and Massachusetts, so that recreational can-
nabis has now been legalized for one-quarter of Americans. As of 2016, the US state systems 
were still operating in a grey area legally, since cannabis remained legally prohibited under US 
federal law. The federal government announced in 2013 that it would tolerate state legalization 
so long as the states had “strong and effective enforcement systems” that conformed to eight 
federal enforcement priorities (Caulkins et al. 2015b). But the continuing legal prohibition at the 
national level had major effects on how state legalizations proceeded, for instance ruling out the 
option of a state monopoly on production or sale (Pardo 2014), and so far effectively dissuading 
large multinational corporations from entering the market, since the prohibition makes it hard 
to raise capital for expansion and ignoring it would adversely affect their corporate tax rate. The 
continuing national prohibition also allows aggressive state and local market regulations that 
would otherwise contravene the US constitution’s requirement of unfettered interstate trade.

In early 2012 the President of Uruguay proposed the legalization of cannabis production and 
use, and late in 2013 the law carrying this into effect was passed (Pardo 2014). By mid-2016, 
while the new Colorado and Washington systems were fully functional, the Uruguay system 
was functioning only in part: home-growing and cannabis clubs had been authorized, but sales 
of cannabis grown under the control of a government monopoly and sold through pharmacies 
was not yet functioning, in part because of resistance from the pharmacies (Marshall 2016).

Except for the Dutch experience, evaluations of the effects of cannabis legalizations are 
still very preliminary. In the 40 years since the “Dutch model” was adopted, there have been 
substantial developments in the policy, responding in part to developments in the market (van 
Ooyen-Houben and Kleemans 2015). Levels of cannabis use changed modestly, increasing after 
de-facto legalization, particularly after a proliferation of retail outlets and promotion, but then 
falling again as the system was somewhat tightened. That production and distribution have not 
been legalized has kept prices much higher than is now true in the US legalizing states, and thus 
restrained levels of consumption (MacCoun 2011). For the US experience, reports on the era 
when medicinal cannabis became available suggest some increase in use, more at lower- than at 
higher-income levels, and a “professionalization” of distribution – a shift from “gifting toward 
selling” (Davenport and Caulkins 2016). An early report on the Washington state experience 
with legalization of recreational cannabis after July 2014 found the expected dramatic drop in 
prosecutions for cannabis possession, but that replacing illicit supply of cannabis with a regulated 
market was far from complete; and there was an increase in detected driving under the influence 
of cannabis (Roffman 2016). As Hall and Weier (2015) note, “it may well be a decade before 
we can decide whether the legalization of cannabis use [in the US] has increased population 
cannabis use and harms related to such use”.

Cannabis legalization: the public health dimension in designing  
and regulating legal markets

The systems adopted in Colorado, Washington and other legalizing US states have reflected a 
number of considerations. All full legalizations in the US so far have been by popular initiative, 
and distrust of how the political system would implement a proposition worded only in general 
terms has meant that the regimes proposed in the initiatives are often specified in considerable 
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detail, in over 100 pages of text. The coalitions that put together the proposals have included 
libertarians, those concerned about arrest rates for those involved in the illicit market, and can-
nabis aficionados – but also those with a financial interest in a legal market, notably including 
those already involved in supplying the legal medical marijuana market, which is already well 
established in the early-legalizing states. On the other hand, the initiatives include counterbal-
ancing provisions to increase their appeal to a hesitant electorate. One appeal to electors has 
been the prospect of money being raised for worthy causes in the state budget from taxing can-
nabis in the legal market. Another has been to place cannabis in the same frame as alcohol, a 
legally available substance: “regulate marijuana like alcohol” has often been the title of US state 
legalization initiatives. Such a framing suggested a separate state licencing and regulatory regime 
with civil controls backed up by criminal laws, like the “alcoholic beverage control” authority 
in each US state. Other provisions seek to prevent problems from cannabis use. Thus both the 
Washington and Colorado initiatives tightened the standard for the crime of “drugged driv-
ing”, specifying a relatively low limit of the main psychoactive substance in cannabis, THC, in 
a driver’s blood as the threshold above which driving is a crime. A further discipline on the US 
systems as they have developed has been the federal enforcement priorities mentioned above. 
And, as noted, the shaping of the systems has also been influenced, less intentionally, by the 
continuing fact of illegality at the federal level.

As Caulkins et al. (2015b) emphasize, while the emerging US legalized systems differ in a 
number of details, they all follow the “for-profit commercial (or so-called alcohol) model” 
in their general architecture, whereas Caulkins et  al. enumerate a dozen “supply alterna-
tives to status quo prohibition”. From a public health perspective, the future results from 
the model the US states are following seem highly problematic. There are health and social 
risks from heavy cannabis use, even if they are less serious than from alcohol or tobacco, and 
a consolidated and eventually multinational legal cannabis industry operating under the for-
profit commercial model will offer substantial stumbling-blocks to a public health approach. 
Already, public health researchers are describing the “legal cannabis industry adopting strat-
egies of the tobacco industry” (Subritzky et  al. 2016) and proposing approaches aimed at 
“avoiding a new tobacco industry” (Barry and Glantz 2016b).

The moves toward legalization in North America have stimulated a substantial literature 
on public health considerations in the design and detailed provisions of regulatory systems for 
a legalized market. In terms of the alternative architectures described by Caulkins et al., public 
health-oriented discussions have tended to emphasize a state-monopoly or public authority 
model, where government-appointed agencies control the supply chain (e.g., Pacula et al. 2014; 
Rehm and Fischer 2015; Barry and Glantz 2016b). This is the primary model in the Uruguayan 
system (Walsh and Ramsey 2015; Marshall 2016). Caulkins and Kilmer (2016) add the consid-
eration that

the ‘personality’ of the regulatory agency may matter more than the specific regula-
tions. Will legalization vest power in an assertive agency that views its mission as 
reducing health harms . . . or a ‘good government’ agency that merely insists that rules 
are followed. . . . Or, worse yet, does the agency, perhaps over time, end up viewing 
the industry as its primary constituency?

Experience with government monopolies in gambling, tobacco and alcohol warns us that public 
health is not necessarily the primary focus of such agencies; in regard to this, where the agency is 
located in government – whether it is in or reporting to a department with primary responsibil-
ity for state revenues, for consumer affairs, or for public health – may well be a crucial decision.
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Otherwise, public health-oriented discussions of cannabis legalization have emphasized that 
“the devil is in the details”, as a Canadian contribution is titled (Rehm et al. 2016). Accordingly, 
public health-oriented analyses have presented and discussed regulatory provisions in substantial 
detail (e.g., Caulkins et al. 2015b), sometimes with comparative charts of the features of exist-
ing cannabis regulatory regimes (Pardo 2014), and sometimes in comparison with a “public 
health standard” (Barry and Glantz 2016b). An analysis of the two competing 2016 California 
ballot propositions on legalization compared their provisions with recommendations from a 
Blue Ribbon Commission and from a public-health-oriented research committee (Barry and 
Glantz 2016a). Public health concerns have also been expressed around unexpected features of 
the newly legalized commercial markets, such as the substantial retail promotion of marijuana 
edibles (MacCoun and Mello 2015) and the proliferation of intake of cannabis by “vaping” 
(vaporization) (Budney et al. 2015).

The overriding public health issue in legalization: building a  
durable regime of mild discouragement in the face of vested  

commercial interests

Cannabis may be less inherently harmful than alcohol (Lachenmeier and Rehm 2015; Nutt 
et al. 2010), but it is far from harmless (Hall and Weier 2015; Room et al. 2010). There are 
differences in types and degrees of potential harm between different potencies, cannabinoid 
composition, and modes of use, as well as issues of potential contamination in the supply 
chain, and regulatory regimes provide the opportunity for public health-oriented controls and 
incentives favouring less harmful products that are not available to the state when a market is 
illegal. The new legal cannabis systems in Colorado, Washington and Uruguay are all strongly 
committed to regulating these aspects of the market (Pardo 2014). A substantial part of the 
harm from cannabis is from traffic injuries caused by driving while intoxicated; along with the 
legalization of cannabis, the new regimes have been updating their legislation and enforcement 
to deter such driving.

But a central public health issue, discouraging heavy use, is less likely to be tackled. Like 
other psychoactive substances when widely available and used, the distribution of consumption 
of cannabis is highly concentrated; for instance, it is estimated from population survey responses 
in 2012–2013 that the 13% of US cannabis users who used it daily accounted for 56% of the 
consumption (Davenport and Caulkins 2016). The concentration of consumption means that 
commercial interests in cannabis sales are inevitably substantially dependent on sales to quite 
heavy users. Any regulatory regime that effectively discourages regular heavy use will be against 
their economic interests.

The challenge for a public health approach to legalization of cannabis or any other poten-
tially harmful psychoactive substance is thus the challenge of building a system that provides for 
availability and use while effectively holding down levels of use. This can be done by generally 
applicable measures that limit physical or economic availability to all adults; or it can be done 
by individually-oriented restrictions, such as an effective rationing or licencing system, which 
limits the supply to those who would otherwise be heavy users, as the “motbok” rationing sys-
tem in Sweden did concerning alcohol prior to 1955 (Norström 1987). In the current era, such 
individually-oriented systems, with the labelling, stigmatization and bureaucratization inevitable 
with the individualization of controls, have proved unsustainable (the medical prescription sys-
tem can be viewed as an interesting exception to this). The most efficient and sustainable way 
to hold down levels of use is thus with general limits on availability, such as through excise taxes 
and limits on places and times of availability.
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This is a challenge that is better faced at the point of legalization than at later times. Once 
legal private interests have been created in a legal market, they will become effective advocates 
particularly against any impairment of their existing financial opportunities under the system. 
Thus it will always be politically easier to impose restrictions when the system is initiated than at 
any later time. In constructing the system, it is also crucial to give attention to insulating it from 
pressures to loosen controls and expand the market. The strongest argument in the interest of 
public health for constructing the market to minimize commercial interests (e.g., by setting it 
up as a government monopoly) is that such arrangements can be more effectively insulated from 
commercial pressures to “grow the market”.

Moving away from the global drug prohibition regime has been a substantial project for 
many in the 1960s generation, and for that matter in later generations. The multilevel archi-
tecture of the regime, constructed particularly in the post-World War II era, and brought to its 
full fruition in the eras of Nixon and Reagan, has proved durable, and signs of any real change 
have only become apparent after 2010. Now, as full legalization at least of cannabis has become 
a reality, public health discussion of drug policy has had to broaden its scope. For years the focus 
had been particularly on “harm reduction”, defined essentially in terms of countering the health 
harms that accompany the prohibition regime for marginalized heavy users (Room 2010). With 
legalization, the meaning of harm reduction expands to include the whole range of users. Thus 
legalization of cannabis is bringing to the fore the issue of how to construct and control legal 
markets in psychoactive substances in the public interest, so that – against the grain of a neo-
liberal era that has prioritized free markets – sale and use of the substance is permitted but not 
promoted. How well public health advocates and others arguing in the public interest succeed 
in this for cannabis may well set the frame for how calls for legalization of other psychoactive 
substances will be considered and judged.
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43
ADDICTION AND DRUG  
(DE)CRIMINALIZATION

Douglas Husak

A dilemma: criminalization or excuse?

A broad consensus exists on all points along the political spectrum that western countries (and 
the United States in particular) punish too many people with too much severity (Chettiar et al. 
2015). If we hope to make a dent on both overcriminalization and overpunishment, drug 
offenses would be a sensible place to begin (Husak 2008). Although the impact of drug prohibi-
tion on overpunishment is frequently exaggerated, sentencing experts estimate that a more just 
and effective drug policy has the potential to reduce the state and federal prison population by 
approximately 19%.1 The grounds supporting this recommendation are not merely pragmatic. 
Even though those who challenge the core of our drug policy are typically asked to provide a 
compelling rationale for decriminalization, I have long argued that criminalization presents the 
more basic challenge. To my mind, a persuasive case for punishing users of any illicit drug that 
actually exists has not been made (Husak 1992, 2002), so these offenses are among the best 
examples of overcriminalization on our books today. Decriminalization is the default position 
in the absence of a strong rationale to continue along our present punitive course.

A handful of countries, such as Portugal and Uruguay, rely less on a criminal justice approach 
to combat the problems caused by users of any drug. Many people think it is reasonable, how-
ever, to draw distinctions within the class of illicit drugs. What are the characteristics of the kinds 
of drug that are thought to be the best candidates for criminalization? Among those that should 
be proscribed, which should be punished with the greatest severity? Labelling some drugs as 
hard and others as soft is a conclusion in need of an argument. To be sure, some drugs are more 
likely than others to be deleterious to health, to be abused by children, and/or to be implicated 
in violent behavior. In this chapter I will not discuss these familiar rationales for liability and 
punishment. Instead, I will critically examine how the phenomenon of addition might bear on 
questions about criminalization.

Many people suppose that the case for criminalizing the use of addictive drugs is (ceteris pari-
bus) more compelling than the case for criminalizing (or for imposing severe punishments) on 
the use of non-addictive drugs. When laypersons are questioned about why they are reluctant 
to use a given kind of drug such as opiates, either for pain management or for recreational 
experimentation, they frequently cite their fear that they will become addicted to it. No sensible 
person welcomes the prospects of drug addiction. But at least three formidable obstacles must be 
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surmounted by those who would proscribe or attach more severe sentences to users of addictive 
than non-addictive drugs—a policy I call selective prohibition. First, we need a set of principles 
that must be satisfied before given types of conduct should be criminalized. We cannot decide 
whether users of addictive drugs should be punished without settling on what would count as 
a persuasive reason to punish anyone for anything (Husak 2008). Second, we need an account 
of the nature of addiction itself. As several chapters in this Handbook demonstrate, the nature 
of addiction is highly contested. Third, we need a political theory that attempts to prioritize the 
extent to which given problems merit a criminal justice solution. Can the relatively few number 
of drug addicts in the United States (perhaps 4 million in a population of 320 million) justify 
the cumbersome, expensive, and repressive apparatus of drug prohibition when so many other 
social problems are not addressed? To avoid these debates, I will make the heroic assumption 
that progress can be made in assessing the case for selective prohibition on virtually any set of 
political priorities, theory of criminalization or conception of addiction. According to nearly all 
analyses, addiction is a pathological state of affairs that undermines human welfare or flourishing.2  
In what follows, I loosely characterize the impact of addiction on persons as pathological largely 
because it causes a diminution of freedom.3 Addicts typically report levels of compulsion that 
make it difficult for them to bring their conduct into conformity with what they judge to be 
best in their more reflective moments. Virtually all moral and political traditions count freedom 
among the most valuable moral goods, and thus assess factors that diminish it as bad. Reducing 
the likelihood that persons will become addicts seems like a sensible legal objective regardless 
of whether addition is conceptualized as a defect of will, an impairment of rationality, a loss 
of control, a disease of the brain, a failing of responsibility, or whatever.4 Although reasonable 
minds might differ, the penal law in particular is among the many devices by which this goal 
might be pursued.

The supposition that criminal laws proscribing drug use are justifiable as a means to pre-
vent persons from becoming addicts and diminishing their freedom construes these laws 
paternalistically—as designed to protect persons from harms they cause to themselves. Of course, 
the negative effects of addiction typically extend well beyond those suffered by the user—to her 
family, friends, and entire communities. Still, the main rationale for coercive laws against addic-
tive drugs, in the first instance, is to protect the freedom of the user herself. Theorists steadfastly 
opposed to criminal paternalism will immediately reject this rationale.5 Nonetheless, it is worth 
a serious hearing. If criminal paternalism is ever acceptable, it may be to prevent the diminution 
of freedom inherent in addiction (see Goodin (1989) as an example). Since I presuppose that 
addiction undermines freedom, the decision of addicts to continue to use addictive substances 
is hardly a paradigm of the kind of autonomous choice with which opponents of paternalism 
are loath to interfere.

How should we formulate a hypothesis about the support that addiction might lend to the 
rationale for criminalization? This question is more difficult than it may seem. If current law is 
to serve as even a rough approximation of our guide, no one would believe addiction to be a 
necessary condition for criminalization. Some drugs currently placed on Schedule I, most notably 
hallucinogens such as LSD, satisfy few of the familiar criteria for addiction. Of course, I do not 
aspire to justify the status quo; my inquiry aims to provide a normative basis to assess and reform 
our existing policy. My point is only that a drug might well be too dangerous and harmful to 
tolerate even though it lacks addictive properties. In any event, it is no more plausible to regard 
the finding that an alarming percentage of users become addicted to a particular substance as suf-
ficient for criminalization. No sensible person proposes that caffeine should be proscribed, even 
though it satisfies several of the familiar criteria of addiction. Presumably caffeine is exempted 
from a policy of selective prohibition because its dangers are small or nonexistent, and frequent 
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users report low levels of compulsion. Thus I propose that the hypothesis to be explored is best 
formulated in terms of reasons rather than in terms of necessary or sufficient conditions: Do the 
addictive properties of a drug provide a reason to criminalize its use? Even this latter hypothesis, 
however, needs further refinement. After all, reasons are ubiquitous, and most are trivial in 
weight. Therefore, if my hypothesis about selective prohibition is to have any practical salience, 
evidence that a particular substance produces high rates of addiction among its users must furnish 
a substantial (that is, a not-easily defeated) reason in favor of criminalization. Admittedly, this lat-
est refinement introduces an air of imprecision to the hypothesis I propose to assess. Reasonable 
minds might agree that a given reason exists while disagreeing about whether its strength rises 
to the vague threshold of substantiality.

Inevitable imprecision notwithstanding, much can be said against the hypothesis that the 
phenomenon of addiction lends significant support to the case for selective drug criminalization. 
I will simply mention one huge problem before focusing on another in a bit more detail. This 
problem can be introduced by attempting to specify the likelihood that users of given addictive 
drugs will actually succumb to addiction. Obviously, no informative statistic can be presented 
in the absence of a clearer conception of addiction itself. But researchers now understand that 
relatively few users of any drug will actually become addicted to it (Heyman 2009). Thus this 
rationale for criminalization is overinclusive—punishing all persons who engage in a given behav-
ior (viz., the use of an addictive drug) because of the harm (viz., the loss of freedom inherent 
in addiction) that only some of them will suffer. If possible, overinclusive penal laws should be 
avoided; we should prefer statutes that are more narrowly tailored. The feasibility of crafting 
such statutes requires us to understand who gets addicted and who does not. We have long 
known that the prevalence of addiction is correlated with low IQ, abuse during childhood, 
personality disorders, stress, and socioeconomic status. It is hard to find a principled ground on 
which users of drugs who do not incur significant risks of becoming addicted should be sub-
jected to punishment because other users do incur significant risks. At the same time, a more 
narrowly tailored statute would target the most vulnerable members of society. It is equally hard 
to find a principled ground to confine the application of penal laws to persons who fall into the 
foregoing categories.

Although problems of overinclusion are potentially fatal to the case for criminalizing the use 
of addictive drugs, I propose to explore a different difficulty. In short, I attempt to impale those 
who believe that addiction provides a substantial reason for selective criminalization on the 
horns of the following dilemma. If the phenomenon of addiction is to provide a substantial rea-
son to criminalize the use of a given drug, the state of affairs of being addicted must be dreadful. 
Avoidance of a minor loss of freedom cannot provide a weighty reason to prevent persons from 
engaging in conduct that causes it. But any plausible account of why the loss of freedom inher-
ent in addiction is so dreadful would undermine the degree of blame and punishment deserved 
by addicts. A significant loss of freedom is a familiar ground to excuse persons who commit 
offenses. Thus the case for supposing that addiction provides a powerful reason in favor of 
criminalization may be self-defeating. Theorists who emphasize the horrors of addiction in their 
defense of criminalization must simultaneously offer a basis to withhold criminal liability from 
those who succumb to these horrors. In other words, the very rationale for believing addiction 
is sufficiently pathological to justify the enactment of penal laws to prevent it also shows why 
the blame and punishment of those who suffer from addiction is incompatible with standard 
accounts of the preconditions of criminal responsibility.6 Theorists who have recognized this 
dilemma (implicitly or explicitly) have suggested a number of ingenious strategies to try to 
avoid it. The second half of this chapter identifies and critically assesses the cogency of three of 
these strategies. Although the dilemma I describe may not provide an insurmountable barrier to 
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supposing that addictive substances are special candidates for criminal punishment, each of the 
three strategies to avoid it is problematic.

I do not regard the discovery of this dilemma as a novel insight. It is not surprising to notice 
that theorists tend to portray the horrors of addiction very differently, depending on whether 
they are discussing the justifiability of criminalizing the use of addictive substances as opposed 
to assessing the justifiability of recognizing an excuse from penal liability when addicts face 
punishment. As I have indicated, addiction must be an awful state before the desirability of pre-
venting it could qualify as a substantial basis for punishing persons who use whatever substances 
cause it. The evils of addiction must be unlike the evils of becoming significantly overweight 
by eating high-calorie foods or by failing to exercise—even though obesity diminishes longev-
ity and quality of life. I have supposed addiction is special because addicts are significantly less 
free. But if addicts are significantly less free, it is hard to deny they should be excused from 
criminal liability. Conditions that undermine freedom are often thought to generate an excuse 
for persons who suffer from them.

Is addiction really thought to reduce the blame and quantum of punishment deserved by 
drug addicts in the real world? We might use existing law to answer this question. Anglo-
American criminal law does not recognize a general defense for drug offenses when the user is 
addicted.7 Nor do statutes or sentencing guidelines tend to reduce the severity of punishment 
when a drug offense is perpetrated by an addict.8 Legal commentators seldom reserve judg-
ments about responsibility until they learn whether a given instance of drug use was com-
mitted by an addict or a non-addict. These facts provide some reason to doubt that addiction 
is regarded as morally relevant to judgments about the quantum of blame and punishment 
addicts deserve.

Moreover, if addiction really devastates the capacity for freedom, punishments cannot be 
very effective in preventing the continued use of addictive substances among those individuals 
who have already succumbed. The claim that addicts use drugs non-freely suggests that threats 
of punishment will do little to discourage them from persisting.9 The rationale for criminaliza-
tion, then, must be general deterrence: punishment can still be effective in dissuading potential 
addicts, whose capacity for voluntary choice remains intact, from experimenting with addictive 
drugs and becoming addicted.10 If the state cites its interest in protecting the capacity for free 
choice to justify its decision to criminalize addictive drug use, however, must it also reduce the 
amount of blame and punishment imposed for acts of drug use committed by addicts? Either  
(a) addiction does not have a major impact on freedom, or (b) addiction does undermine freedom 
significantly. If (a), and the freedom of addicts is mostly intact, the state interest in protecting 
freedom can hardly justify the enactment of drug proscriptions. But if (b), and addiction seri-
ously undermines freedom, addicts are almost certainly less responsible, and perhaps should be 
excused altogether, for their use of drugs. In what follows, I will identify some of the possible 
ways to avoid the dilemma I have just constructed.

Can this dilemma be avoided?

In this section I will critically examine efforts to show that addicts should not be excused from 
criminal liability even though the state of addiction involves a sufficiently severe impairment of 
freedom to provide a powerful rationale for prohibiting the use of those substances that cause 
it. Some such effort had better succeed if the state is permitted to enforce selective prohibi-
tion while simultaneously withholding an excuse from addicts. Although I am sure that many 
responses to this dilemma might be devised, I will briefly mention two before settling on the 
solution I believe is the most promising—even though it too is problematic.
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The first two of my three replies to this dilemma are similar in that they purport to rethink 
exactly what addicts are blamed or punished for. The first of these replies is probably the most 
well-known, invoking what might be called a culpability-in-causing consideration.11 This consid-
eration endeavors to withhold an excuse from addicts for their drug use, despite conceding that 
addictive drug users may lack freedom altogether. According to this first reply, even a totally 
unfree act is ineligible for an excuse if the agent is somehow blameworthy for causing it, that is, 
for causing his own subsequent loss of freedom. Such is typically the case (or so the argument 
continues) in the case of addicts. Culpability-in-causing considerations are not ad hoc, but limit 
the application of a great many excuses from blame and penal liability,12 including ignorance 
of law (Husak 2016). Consider duress, for example, typically available to those who commit 
wrongful acts “under unlawful threats that persons of reasonable firmness would be unable 
to resist.”13 This excuse is withheld, however, when the defendant “recklessly placed himself 
in a situation in which it was probable that he would be subjected to duress.”14 Defendants 
who have recklessly placed themselves in various predicaments—by joining a criminal gang, 
for example—should have foreseen that they would be likely to be subjected to threats that 
persons of reasonable firmness would be unable to resist. By parity of reasoning, the argument 
continues, an excuse should be unavailable to most drug addicts. Even if their freedom has 
been lost altogether, they are justifiably blamed and punished for using drugs because they have 
freely performed a prior culpable act (viz., using addictive drugs before the time they became 
addicted) that they should have foreseen would subsequently result in addiction and deprive 
them of their freedom.

Despite its popularity, I regard this first reply as unsatisfactory. It is vulnerable to a number 
of rejoinders that should fuel suspicion about culpability-in-causing considerations generally.15 
Exactly why is the defendant denied an excuse from blame when he culpably caused himself to 
be in the very predicament in which an excuse is needed? Does the blame for the prior free act 
somehow transfer to or substitute for that of the subsequent unfree act? In addition, a standard 
involving what a defendant should have foreseen involve negligence, even though nearly all 
of the subsequent offenses for which such persons become eligible require greater amounts of 
culpability. Moreover, is it really true that first-time users should foresee that addiction and the 
loss of freedom would be the likely results of their experimentation with drugs?16 Since addic-
tion results infrequently, the probable answer is no. Most importantly, the severity of punish-
ment that can result from denying the excuse seems grossly disproportionate to the gravity of 
the prior wrongful act the defendant has committed. Return to the case of a person who freely 
places himself in the company of thugs. The wrongfulness of this act does not seem especially 
great. Suppose further that the thugs force him to assist in robbing a bank, and his excuse for 
this serious crime is denied pursuant to a culpability-in-causing consideration. Surely his blame 
as an accomplice to bank robbery should not be equated either with the blame he merits for 
joining the gang or with the blame of the garden-variety bank robber who was not subjected to 
duress at all. Yet the practical import of withholding his excuse produces this very outcome. I 
hope that these general difficulties indicate that culpability-in-causing rationales for denying an 
excuse are problematic generally.

The second of my three replies is similar to the first in purporting to justify withholding an 
excuse from addicts while conceding their drug use is wholly unfree. This reply, however, 
does not purport to blame the addict either for his drug use or for his previous free choice 
that caused him to become addicted. Instead, it imposes blame for a subsequent choice—his 
decision to forego various options that would allow him to discontinue his use of addictive 
drugs. All such options might be called treatments. Even those addicts whose drug use is wholly 
unfree enjoy periodic moments of lucidity in which they might be expected to devise a plan 
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to overcome their addiction. According to this reply, addicts become eligible for blame and 
punishment because of their free decision to forego whatever treatment would enable them to 
stop using drugs.

The most obvious rejoinder to this second reply is that treatment is often unavailable, and, 
when available, may not be effective.17 This point may not be definitive, however, because 
more promising treatments are on the horizon. Thus a less contingent rejoinder involves what 
might be called a “truth in blame” (or “truth in labelling”) rationale.18 If addicts are “really” 
blamed for some act other than using drugs—an act that is subsequent to the time they become 
addicted—it is misleading to punish them for violating statutes proscribing drug use. Instead, 
they should be blamed for a new offense defined as an omission rather than a positive act: the 
failure to seek treatment. To be sure, no jurisdiction presently proscribes the failure to seek 
treatment, but this problem of legality could easily be overcome simply by enacting a new penal 
statute. Still, implementing this proposal would raise enormous challenges. What modes of 
treatment would suffice to preclude liability? How recently must treatment have been sought? 
How sincere and conscientious must the addict have been in his attempt to quit? How would 
the criminal law deal with persons who sought treatment but continued to use drugs—those 
whose loss of freedom is most drastic? These questions would have to be answered if we take 
truth in labelling seriously.19 An addict who had sought treatment, or for whom treatment was 
unavailable or unsuccessful, would presumably not be liable for this new offense. Since the con-
duct of such persons would not satisfy the material elements of this statute, the state would be 
required to bear the burden of proving that a given defendant had not sought treatment before 
liability could be imposed.

The third and final reply to the foregoing dilemma differs from its predecessors in purporting 
to blame and punish addicts for the offense of using drugs—rather than for something else that 
occurs prior to or subsequent to the time they become addicted. It starts from the uncontro-
versial premise that freedom admits of degrees, and then alleges that addiction reduces but does 
not preclude blame and criminal responsibility altogether. Although few of those who make this 
argument develop its implications for the criminal law,20 its probable consequences are not too 
hard to discern: addicts become eligible for blame and punishment for using drugs, but should 
be blamed and punished for doing so less severely than non-addicts who commit the same 
offense. Thus this reply seemingly provides a rationale for mitigation of sentencing, rather than for 
a complete excuse from liability.

Distinct versions of this reply differ about exactly why addicts are less free than non-addicts 
when they use drugs.21 Whatever the details, however, any such explanation must be concep-
tualized roughly as follows if it is to succeed in avoiding the foregoing dilemma. Begin with the 
oversimplified assumption that the extent to which freedom is exemplified in a particular act can 
be quantified with precision along a single continuum. Represent fully free conduct as “A”, and 
wholly unfree conduct as “Z”. Suppose that the amount of freedom exemplified by the drug 
use of a given addict is located along this spectrum at point “T”. Two distinct questions now 
arise in confronting my dilemma. First, how much freedom must a type of wrongful choice 
lack before the state has a substantial reason to enact penal laws to prevent persons from taking 
whatever drugs deprive them of that amount of freedom? Second, how much freedom must a 
type of wrongful act lack before a person should be excused for making it? The key to the third 
solution to the foregoing dilemma is to appreciate that the answers to these two questions may 
well differ. That is, the amount of freedom that must be absent in order to excuse an act may 
not be identical to the amount of freedom that must be absent in order to justify the proscrip-
tion of behaviors that cause it to be lost. Perhaps a choice must only lack freedom to degree 
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“P” before the state has a substantial reason to enact criminal laws to prevent persons from mak-
ing it, although a choice must lack freedom to a higher degree “V” before a person should be 
excused for having made it. The drug use of addicts may lack enough freedom (“T”) to justify 
criminalization (“P”), but possess enough freedom to defeat the claim for an excuse (“V”). If 
so, the foregoing dilemma is avoided; the state can appeal to its interest in protecting freedom 
to support its decision to criminalize addictive drug use while simultaneously withholding an 
excuse from liability for the drug use of addicts.

A few additional premises would build on the foregoing conceptualization to support the 
basis for mitigation.22 Insofar as the drug use of addicts (“T”) is less free than that of non-addicts 
(which may approximate “A”), the claim for mitigation can be established by an appeal to a ver-
sion of the principle of proportionality. According to the most familiar such version, the severity 
of the punishment that should be imposed must be a function of the seriousness of the offense 
that has been committed. In addition, however, proportionality might further require that (cet-
eris paribus) the severity of the punishment that should be imposed should be proportionate to 
the amount of freedom the offense manifests. Although addicts are free enough to be punished 
to some extent, they are not free enough to merit the same quantum of punishment for which 
non-addicts are eligible.

Although I have indicated that many theorists believe addicts are somewhat but not fully 
responsible for their acts of drug use, I am unaware of any who have conceptualized their posi-
tion in quite the way I have presented it. The myth of precision aside, I take this third response 
seriously, and do not pretend to have a definitive refutation of it. Admittedly, we have long 
been accustomed to employing different accounts of various legal standards (e.g., voluntariness, 
maturity, sanity and the like) for different legal purposes (e.g., confessions, capacity to make 
contracts, stand trial or be executed). We should not simply insist that the same test of freedom 
should be used to resolve both questions about criminalization and the availability of an excuse. 
At the same time, it would be a convenient simplifying hypothesis if the amount of freedom 
that must be lost by addictive drug use to justify the enactment of penal legislation were the 
same amount that must be lost to warrant the recognition of an excuse for addicts. Is there good 
reason to believe the former is less than the latter? Most theorists seemingly believe the quantum 
of justification needed to allow punishment is actually higher than the quantum needed not to 
punish and thus to excuse. Since any form of punishment involves a significant hardship, the 
diminution of freedom required to justify criminalization may well be greater than the amount 
that would support granting an excuse—if indeed the quanta differ at all.

Although I regard this final alternative as the most promising, I am not wholly persuaded 
by any of these three responses to the dilemma I have constructed. I am inclined to believe 
that either the state should excuse addicts for using drugs, or else it lacks a substantial reason 
to selectively criminalize addictive drug use in the first place. I tend to believe the latter dis-
junct, reserving judgment about the former. The state interest in protecting the capacity for 
freedom does not provide a substantial reason to prohibit the use of addictive drugs. In fact, 
arguments that stress the importance of freedom provide better support for decriminaliza-
tion than for selective prohibition. But perhaps I am mistaken, and the state can consistently 
criminalize addictive drug use to protect freedom while simultaneously denying an excuse 
for addicts. I challenge penal theorists who specialize both in criminalization and addiction 
to confront this dilemma directly and to defend their own solution. A state that endeavors to 
justify its decision to criminalize drug use by appealing to its interest in protecting the capacity 
for freedom is hard-pressed to deny mitigation, or even a complete excuse, to persons who 
become addicted.
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Notes
 1 Cautious estimates are provided by Pfaff (2013).
 2 Admittedly, my assumption would be rejected by those theorists who deny that addiction is necessarily 

pathological. Perhaps drug use is a choice that is both purposive and rational given a realistic picture of 
the social and economic environment and co-morbid mental health problems that most addicts face. 
See Pickard (2012).

 3 I invoke a very general sense of freedom, and might have used the word autonomy. I concede that Anglo-
American systems of criminal justice have been far more forgiving to defendants who suffer from 
impairments of rationality than from impairments of volition.

 4 See, for example, the several essays in Polland and Graham (2011). My own view is that no single con-
ceptualization of addiction is adequate for all cases.

 5 Perhaps they are correct to reject paternalism when enforced by the criminal law. See Husak (2013).
 6 For earlier thoughts, see Husak (1999, 2004).
 7 The leading case is U.S. v. Moore, 486 F.2d 1139 (1973).
 8 Exceptions can be found. Connecticut, for example, authorizes a greater penalty for illegal manufac-

ture, distribution, sale, prescription or administration by a non-drug-dependent person. See Connecticut 
General Statutes §21a–278(b) (1992).

 9 But see Vaillant (2001).
 10 The general deterrent effect of drug prohibitions is controversial. See, for example, Fagan (1994). See 

also MacCoun and Reuter (2001).
 11 I borrow this term from Robinson (1985).
 12 But not all. To my knowledge, no one has advanced a culpability-in-causing rationale to ever withhold 

an excuse of insanity.
 13 See Model Penal Code, §2.09(2).
 14 Id.
 15 See the several contributions in the special issue on “Actio Libera in Causa” in (2013) Criminal Law and 

Philosophy 7: 549–636.
 16 If the basis for denying a defense to the drug addict is his culpability in causing his own addiction, the 

excuse should remain available to those persons who lack any prior culpability—as when they become 
addicted to prescribed medications, for example.

 17 Ironically, recovery rates seem higher among addicts who do not undergo treatment. See Heyman 
(2009).

 18 For a discussion of the importance of fair labelling, see Ashworth (2006).
 19 Drug courts, which make punishment contingent on a failure to comply with a mandated treatment 

regime, accomplish this result de facto. See Husak (2011).
 20 See Sinnott-Armstrong (2013), Yaffe (2013), and Holton and Berridge (2013).
 21 Different accounts might be given. For one such attempt, see Schroeder and Arpaly (2013).
 22 One theorist regards a reduction of the blame deserved by addicts to be a datum that any adequate 

theory of addiction should explain. Gideon Yaffe writes: “[A]ddicts are rarely thought blameless, but 
they are often taken to be less at fault than their unaddicted counterparts” (2001: 178).
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CRIMINAL LAW AND 

ADDICTION
Stephen J. Morse

Introduction

Possessing and sometimes using controlled, potentially addictive substances are crimes in US 
and English law, although possessing and using legal addictive substances such as ethanol and 
nicotine are not. Other antisocial behaviors performed in the service of seeking and using drugs, 
such as burglary, robbery and homicide, are obviously serious crimes. Most users of recreational 
substances are not addicts and have severely limited or no potential defense to crime based on 
their use of controlled substances. For those who engage in drug-related criminal activity who 
are addicts, and therefore more likely to engage in criminal behavior, the question is how this 
status does and should affect their liability for criminal behavior related to the addiction.

There is a debate among addiction specialists about the degree to which addicts can exert 
control over seeking and using substances and about other behaviors related to addiction. 
All agree, as they must, that seeking and using and related actions are actions, but there the 
agreement largely ends. Some, especially those who believe that addiction is a chronic and 
relapsing brain disease, think that seeking and using are solely or almost solely signs of a dis-
ease and that addicts have little choice about whether to seek and use. In contrast are those 
who believe that seeking and using are constrained choices but considerably less constrained 
on average than the first group suggests. This group is also more cautious about, but does 
not reject, characterizing addiction as a disorder. There is evidence to support both positions. 
There is a third group who believe that addiction is simply a consequence of moral weak-
ness of will and that addicts simply need to and can pull themselves up by their bootstraps. 
The empirical evidence for the moralizing third view seems weak, although such attitudes 
play a role in explaining the limited role the criminal law accords to addiction. The Nobel-
prize winning economist Gary Becker famously argued that addiction can be rational (1996). 
Which view one holds will of course influence how one thinks the criminal law should 
respond to addiction-related crimes.

This chapter demonstrates that, despite claims to expand the mitigating and excusing force of 
addiction based on burgeoning scientific research, existing Anglo-American criminal law is most 
consistent with the choice position. It also argues that this is a defensible approach that is consist-
ent with current science and with traditional justifications of criminal blame and punishment.
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The chapter first discusses preliminary issues to avoid potential objections that the discussion 
adopts an unrealistic view of addiction. It then provides a general explanation of the responsi-
bility criteria of the criminal law and briefly addresses false or distracting claims about lack of 
responsibility. Then it turns to analysis of the criminal law’s doctrines about addiction to con-
firm that the criminal law primarily adopts a choice model and that addiction per se plays almost 
no role in responsibility ascriptions. It concludes with a general defense of present doctrine and 
practice, but briefly suggests beneficial liberalizing reforms.

Preliminary assumptions about addiction

Virtually every factual or normative statement that can be made about addiction is contestable. 
This section tries to be neutral.

The primary criteria of addiction commonly employed at present are behavioral (mental 
states and actions), namely, persistent drug seeking and using, especially compulsively or with 
craving, in the face of negative consequences (without being clear whether these consequences 
are subjectively recognized or simply objectively exist (Pickard and Ahmed 2016; Morse 2009)). 
The usual behavioral criteria for compulsion are both subjective and objective. Addicts com-
monly report feelings of craving or that they have lost control or cannot help themselves. If the 
agent persists in seeking and using despite ruinous medical, social, and legal consequences and 
despite an alleged desire to stop, we infer based on common sense that the person must be acting 
under some type of compulsion. It seems that there is no other way to explain the behavior, but 
it is not based on rigorous tests of a well-validated concept.

For legal purposes, the following are important considerations. First, seeking and using and 
related criminal behaviors are actions, not pure mechanisms. By this I mean that the behavio-
ral signs of seeking and using are potentially under the control of reason, including responsive 
to incentives. Even if addicts have difficulty controlling their behavior, they are not zombies 
or automatons; they act intentionally to satisfy their desire to seek and to use drugs (Hyman 
2007; Morse 2000, 2007a, 2009). Despite current biologizing about the causes of and nature 
of addiction (e.g., Kasanetz et  al. 2010; Volkow et  al. 2016), much of which is genuinely 
informative, there is still no definitive biological understanding of addiction. There are many 
findings about the biology and psychology of addicts that differentiate this group from non-
addicts, but none of these findings is independently diagnostic. Moreover, the frequent claims 
that addiction is a chronic and relapsing brain disease and that addicts do not have the capac-
ity to refrain are false (Heyman 2009, 2013; see also Kelly et al. 2017). Whether addiction is 
properly characterized as a disease is itself controversial. Even if it is and seeking and using 
are signs of this disease, seeking and using are still actions and whether they and other related 
behaviors should be excused must be evaluated behaviorally (Fingarette and Hasse 1979). 
Actions can always be morally evaluated. Whether action is compelled is a moral issue because 
whatever meaning compulsion might have, it is a continuum concept; how much “compul-
sion” must exist to mitigate or excuse is a normative question. There is no biological or 
psychologically validated test for compelled action. Indeed, there is no consensually validated, 
operationalized criterion for the empirical concept of compulsion. In short, terming addiction 
a disease and characterizing seeking and using as signs does not answer the question of moral 
and legal responsibility.

A debated question is whether addiction should be limited to substances. Large numbers of 
people engage persistently and apparently compulsively in various activities, often with negative 
consequences. Gambling is an example. If there are some activities or non-drug substances that 
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can produce the same “addictive behavior” as drugs, then the criminal law response should per-
haps be similar by analogy. I believe that the concept of addiction should be expanded beyond 
drugs, but for this chapter will confine the analysis to drug-related addictions.

The concept of the person and responsibility in criminal law

This section does not suggest or imply that Anglo-American criminal law is optimal “as is,” 
but it provides a framework for thinking about the role addiction does and should play in a fair 
system of criminal justice.

Criminal law presupposes the “folk psychological” view of the person and behavior. This 
psychological theory, which has many variants, causally explains behavior in part by mental 
states such as desires, beliefs, intentions, willings, and plans (Ravenscroft 2010). Biological, soci-
ological and other psychological variables also play a role, but folk psychology considers mental 
states fundamental to a full explanation of human action. Lawyers, philosophers and scientists 
argue about the definitions of mental states and theories of action, but that does not undermine 
the general claim that mental states are fundamental.

For example, the folk psychological explanation for why you are reading this chapter is, 
roughly, that you desire to understand the relation of addiction to criminal law, you believe that 
reading the chapter will help fulfill that desire, and thus you formed the intention to read it. This 
is a “practical” explanation rather than a deductive syllogism.

Folk psychology does not presuppose the truth of free will, it is consistent with the truth of 
determinism, it does not hold that we have minds that are independent of our bodies (although 
it, and ordinary speech, sound that way), and it presupposes no particular moral or political 
view. It does not claim that all mental states are conscious or that people go through a conscious 
decision-making process each time that they act. It allows for “thoughtless,” automatic, and 
habitual actions and for non-conscious intentions. The definition of folk psychology being used 
does not depend on any particular bit of folk wisdom about how people are motivated, feel, 
or act. Any of these bits may be wrong. The definition insists only that human action is in part 
causally explained by mental states.

Responsibility concepts involve acting people and not social structures, underlying psy-
chological variables, brains, or nervous systems. The latter types of variables may shed light 
on whether folk psychological responsibility criteria are met, but they must always be trans-
lated into the law’s folk psychological criteria. For example, demonstrating that an addict has a 
genetic vulnerability or a neurotransmitter defect tells the law nothing per se about whether an 
addict is responsible. Such scientific evidence must be probative of the law’s criteria and dem-
onstrating this requires showing how it is probative.

The criminal law’s criteria for responsibility, like the criteria for addiction, are acts and 
mental states. Thus, the criminal law is a folk-psychological institution (Sifferd 2006). First, the 
agent must perform a prohibited intentional act (or omission) in a state of reasonably integrated 
consciousness (the so-called “act” requirement, sometimes misleadingly termed the “voluntary 
act”). Second, virtually all serious crimes require that the person had a further mental state, the 
mens rea, regarding the prohibited harm. Lawyers term these definitional criteria for culpability 
the “elements” of the crime. For example, one definition of murder is the intentional killing of 
another human being. To be guilty of murder, the person must have intentionally performed 
some act that kills, such as shooting or knifing, and it must have been his intent to kill when he 
shot or knifed. If the person does not act at all because his bodily movement is not intentional—
for example, a reflex or spasmodic movement—then there is no violation of the “voluntary act” 
requirement. There is also no violation in cases in which the further mental state required by the 
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definition is lacking. For example, if the defendant’s intentionally performed killing action kills 
only because the defendant was careless, then the defendant may be guilty of some homicide 
crime, but not of intentional homicide.

Criminal law also provides for “affirmative defenses” that negate responsibility even if the 
elements have been proven. Affirmative defenses are either justifications or excuses. The former 
obtain if behavior otherwise unlawful is right or at least permissible under the specific circum-
stances. For example, intentionally killing someone who is wrongfully trying to kill you, acting 
in self-defense, is certainly legally permissible and many think it is right. Excuses exist when the 
defendant has done wrong but is not responsible for his behavior.

Using general descriptive language, the excusing conditions are lack of reasonable capacity 
for acting rationally and lack of reasonable capacity for self-control (although the latter is more 
controversial than the former). The so-called cognitive and control tests for legal insanity are 
examples of these excusing conditions. For example, in the most famous insanity case of all, 
M’Naghten’s Case (1843), M’Naghten delusionally believed that the Tory party was conspir-
ing to kill him and that he needed to assassinate the prime minister, Peel, to save his own life. 
In the event, after carefully planning the homicide, he shot and killed Peel’s hapless secretary, 
Drummond, who was riding in Peel’s carriage at the time (see Moran 1981 for a full account, 
including the correct spelling of the defendant’s name). M’Naghten certainly acted—he planned 
and shot intentionally—and he had the intent to kill the man he thought was Peel, but he was 
not capable of rationality under the circumstances. Note that these excusing conditions are 
expressed as capacities. If an agent possessed a legally relevant capacity but simply did not exer-
cise it at the time of committing the crime or was responsible for undermining his capacity, no 
defense will be allowed. Finally, the defendant will be excused if he was acting under duress 
involving a do-it-or-else threat by a third party (some theorists would claim the defendant is 
justified, but excused is the dominant view).

The capacity for self-control or “will power,” is conceived of as a relatively stable, enduring 
trait or congeries of abilities possessed by the individual that can be influenced by external events 
(Holton 2009). This capacity is at issue in “one-party” cases, such as those involving addiction, 
in which the agent claims that he could not help himself in the absence of external threat. In 
some cases, the capacity for control is poor characterologically; in other cases it may be under-
mined by variables that are not the defendant’s fault, such as mental disorder. Many investigators 
around the world are studying “self-control,” but there is no conceptual or empirical consensus. 
Indeed, such conceptual and operational problems motivated both the American Psychiatric 
Association (1983) and the American Bar Association (1989) to reject control tests for legal 
insanity. In cases of lack of control, unlike cases of no action, the person does act intentionally 
to satisfy the allegedly overpowering desire.

This account of criminal responsibility is most tightly linked to traditional retributive 
or desert-based justifications of punishment, which hold that punishment is not justi-
fied unless the offender morally deserves it because the offender was responsible. No 
offender should be punished unless he at least deserves such punishment. Even if good 
consequences might be achieved by punishing non-responsible addicts or by punishing 
responsible addicts more than they deserve, such punishment would require very weighty 
justification in a system that takes desert seriously. The account is also consistent with 
traditional practical justifications for punishment, such as general deterrence. Most Anglo-
American punishment theorists are mixed theorists who believe that desert is a necessary 
and limiting condition, but that consequential concerns should be considered within the 
limits, so the account of responsibility offered is consistent with both pure retributivism 
and mixed theories of punishment.



Stephen J. Morse

544

False starts and dangerous distractions

This section considers four false and distracting claims that are sometimes made about the 
responsibility of addicts (and others): 1) the truth of determinism undermines genuine responsi-
bility; 2) causation, and especially abnormal causation, of behavior entails that the behavior must 
be excused; 3) causation is the equivalent of compulsion, and 4) addicts are automatons. Space 
constraints prevent me from doing more than being conclusory about these complex issues in 
this section, but the interested reader can find the full arguments in other writing (Morse 2016).

The alleged incompatibility of determinism and responsibility is foundational. Determinism 
is not a continuum concept that applies to various individuals in various degrees. There is no 
partial or selective determinism. If the universe is deterministic or something quite like it, 
responsibility is possible or it is not. If human beings are fully subject to the causal laws of the 
universe, as a thoroughly physicalist, naturalist worldview holds, then many philosophers claim 
that “ultimate” responsibility is impossible (e.g., Pereboom 2001; Strawson 1989). On the other 
hand, plausible “compatibilist” theories suggest that responsibility is possible in a deterministic 
universe (Vihvelin 2013; Wallace 1994).

There seems no resolution to this debate in sight, but our moral and legal practices do not 
treat everyone or no one as responsible. Determinism cannot be guiding our practices. If one 
wants to excuse addicts because they are genetically and neurally determined or determined for 
any other reason to be addicts or to commit crimes related to their addictions, one is committed 
to negating the possibility of responsibility for everyone.

Our criminal responsibility criteria and practices have nothing to do with determinism or 
with the necessity of having so-called “free will” (Morse 2007b). Free will, the capacity to 
cause one’s own behavior uncaused by anything other than oneself, is neither a criterion for 
any criminal law doctrine nor foundational for criminal responsibility. Criminal responsibility 
involves evaluation of intentional, conscious, and potentially rational human action. The truth 
of determinism does not entail that actions and non-actions are indistinguishable (except, trivi-
ally, that they are both determined although they are different phenomena) and that there is no 
distinction between rational and non-rational actions or compelled and uncompelled actions. 
Our current responsibility concepts and practices use criteria consistent with and independent 
of the truth of determinism because the distinctions it draws, such as between action and non-
action, presence or absence of mens rea, and presence or absence of an affirmative defense, are 
clear, even if determinism is true. These distinctions are also consistent with non-consequential 
and consequential moral theories of responsibility that we have reason to endorse.

A related confusion is that, once a non-intentional causal explanation has been identified 
for action, the person must per se be excused. This is sometimes called the “causal theory of 
excuse.” Thus, if one identifies genetic, neurophysiological, or other causes for behavior, then 
allegedly the person is not responsible. In a thoroughly physical world, however, this claim is 
either identical to the determinist critique of responsibility and furnishes a foundational chal-
lenge to all responsibility, or it is simply an error. I term this the “fundamental psycholegal 
error” because it is erroneous and incoherent as a description of our actual doctrines and prac-
tices (Morse 1994). Non-causation of behavior is not and could not be a criterion for responsi-
bility because all behaviors, like all other phenomena, are caused. Causation, even by abnormal 
physical variables, is not per se an excusing condition. Abnormal physical variables, such as neu-
rotransmitter deficiencies, may cause a genuine excusing condition, such as the lack of rational 
capacity, but then the lack of rational capacity, not causation, is doing the excusing work.

Third, causation is not the equivalent of lack of self-control capacity or compulsion. All 
behavior is caused, but only some defendants lack control capacity or act under compulsion. 
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If causation were the equivalent of lack of self-control or compulsion, no one would be 
responsible for any criminal behavior. This is clearly not the criminal law’s view.

A last confusion is that addicts are automatons whose behavioral signs are not human actions. 
We have addressed this issue before, but it is worth re-emphasizing that even if compulsive 
seeking and using substances are the signs of a disease, they are nonetheless human actions and 
thus distinguishable from purely mechanical signs and symptoms, such as spasms. Moreover, 
actions can always be evaluated morally (Morse 2007a).

Now, with a description of addiction and responsibility criteria in place and with an under-
standing of false starts, let us turn to the relation of addiction to criminal responsibility, begin-
ning with the law’s doctrines.

Criminal law doctrine and addiction: background

The introduction to this chapter suggested that the law’s approach to addiction is most con-
sistent with the choice model. The ancient criminal law treated the “habitual” or “common” 
drunkard as guilty of a status offense and drunkenness was considered wrong in itself. Although 
the legal landscape has altered, the choice model is still dominant.

Constitutional background

Let us begin with the two United States Supreme Court cases that have explicitly addressed 
addiction: Robinson v. California (1962) and Powell v. Texas (1968). Although these cases are 
older, their holdings and reasoning, especially in Powell, continue to be robustly emblematic of 
the criminal law’s response to addiction.

Robinson was a needle-injecting drug addict who was convicted of a California statute that 
made it a crime to “be addicted to the use of narcotics” and he was sentenced to ninety days in jail. 
Robinson appealed to the Supreme Court on the ground that punishing him for being an addict 
was a violation of the 8th and 14th Amendment’s prohibition of cruel and unusual punishment. 
The Court agreed that punishing for addiction was unconstitutional, but there were so many dif-
ferent opinions that it is difficult to pinpoint the Court’s rationale. One possibility is that being an 
addict is a status and it is unconstitutional to blame and punish people for a status. The other is that 
addiction involves involuntary behavior and it is unconstitutional to punish involuntary behavior. 
Herbert Fingarette and Anne Fingarette Hasse demonstrated conclusively decades ago that the 
third, disease, rationale collapses into either the status rationale or the involuntariness rationale 
(1979), so let us assume that only these two were the most promising rationales. The status claim is 
narrow because it does not address whether the Constitution requires any mitigating or excusing 
condition to apply to acts and omissions. It simply prohibits punishing for a status, such as having 
red hair or being an addict. The “involuntariness” claim extensively suggests that punishing peo-
ple for conditions and actions that they are helpless to prevent is also unconstitutional.

Leroy Powell was a chronic alcoholic who spent all his money on wine and who had been 
frequently arrested and convicted for public drunkenness. Mr Powell argued that he was afflicted 
with “the disease of chronic alcoholism, . . . his appearance in public [while drunk] was not of 
his own volition” (Powell v. Texas (1968: 517) and it was “part of the pattern of his disease and 
is occasioned by a compulsion symptomatic of the disease.” Consequently, to punish him for 
this behavior would be a violation of the Eighth Amendment prohibition of cruel and unusual 
punishment.

Mr Powell’s proposed defense was supported by the testimony of an expert psychiatrist,  
Dr David Wade, who testified that,
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a “chronic alcoholic” is an “involuntary drinker,” who is “powerless not to drink,” 
and who “loses his self-control over his drinking”.

Powell v. Texas 1968: 518

Based on his examination of Mr Powell, Dr Wade concluded that Powell was,

a “chronic alcoholic,” who “by the time he has reached [the state of intoxication] . . . 
is not able to control his behavior, and . . . has reached this point because he has an 
uncontrollable compulsion to drink”.

Powell v. Texas 1968: 518

Dr Wade also opined that Powell lacked “the willpower to resist the constant excessive con-
sumption of alcohol.” The doctor admitted that Powell’s first drink when sober was a “volun-
tary exercise of will,” but qualified this answer by claiming that alcoholics have a compulsion 
that is a “very strong influence, an exceedingly strong influence,” that clouds their judgment. 
Finally, Dr Wade suggested that jailing Powell without treatment would fail to discourage 
Powell’s consumption of alcohol and related problems. One could not find a more clear expres-
sion of the medicalized, disease concept of addiction to ethanol.

Powell himself testified about his undisputed chronic alcoholism. He also testified that he 
could not stop drinking. Powell’s cross-examination concerning the events of the day of his trial 
is worth quoting in full.

Q: You took that one [drink] at eight o’clock [a.m.] because you wanted to drink?
A: Yes, sir.
Q: And you knew that if you drank it, you could keep on drinking and get drunk?
A: Well, I was supposed to be here on trial, and I didn’t take but that one drink.
Q:  You knew you had to be here this afternoon, but this morning you took one drink and 

then you knew that you couldn’t afford to drink anymore and come to court; is that 
right?

A: Yes, sir, that’s right.
Q:  Because you knew what you would do if you kept drinking, that you would finally pass 

out or be picked up?
A: Yes, sir.
Q: And you didn’t want that to happen to you today?
A: No, sir.
Q: Not today?
A: No, sir.
Q: So you only had one drink today?
A: Yes, sir.

Powell v. Texas 1968: 519–520

On re-direct examination, Powell’s attorney elicited further explanation.

Q:  Leroy, isn’t the real reason why you just had one drink today because you just had enough 
money to buy one drink?

A: Well, that was just give to me.
Q: In other words, you didn’t have any money with which you could buy drinks yourself?
A: No, sir, that was give to me.
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Q: And that’s really what controlled the amount you drank this morning, isn’t it?
A: Yes, sir.
Q:  Leroy, when you start drinking, do you have any control over how many drinks you can 

take?
A: No, sir.

Powell v. Texas 1968: 520

Powell wanted to drink and had that first drink, but, despite that last answer, his alleged compul-
sion did not cause him to engage in the myriad lawful and unlawful means he might easily have 
used to obtain more alcohol if his craving was desperately compulsive. Although Powell was 
a core case of an addict, he could refrain from using if he had a good enough reason to do so.

This is an extremely sympathetic case for a compulsion excuse. The crime was not serious 
and the criminal behavior, public intoxication, was a typical manifestation of his alcoholism. 
The Supreme Court rejected Mr Powell’s claim for many reasons. Justice Marshall’s plurality 
opinion was skeptical of the involuntariness/compulsion claim and concluded that it went too 
far on the basis of too little knowledge. It also suggested that it was unclear that providing a 
defense in such cases would improve the condition of alcoholics. Although this was a sympa-
thetic case, the plurality was simply unwilling to abandon the choice model that guides legal 
policy and to impose a “one size fits all” constitutionally-required involuntariness/compulsion 
defense. The case interpreted Robinson as barring punishment for status and not as imposing a 
constitutional involuntariness defense. If the Court had accepted Powell’s argument, it would 
not have created a specific “addiction” defense. Rather, it would have adopted a general com-
pulsion defense in any case in which criminal behavior was a sign allegedly compelled by a 
defendant’s disease, whether the disease was addiction or any other.

Current doctrine and the choice model

This section will first discuss the affirmative defenses, then it will address the use of intoxication 
to defend against the elements of the crime charged, which is termed “negating” an element, 
and will finally discuss the role of addiction in sentencing and diversion.

Given that there is still controversy about how much choice addicts have, it is perhaps unsur-
prising that the conclusion in Powell is still regnant. Addiction is not an affirmative defense per 
se to any crime in the United States, England or Canada. With one limited exception in English 
homicide law (Ashworth and Horder 2013: 271–272; R. v. Bunch 2013; R. v. Joyce(Trevor) 
2017), it is also not the basis for any other affirmative defense, such as legal insanity. Some 
United States jurisdictions explicitly exclude addiction (or related terms) as the basis for an 
insanity defense, thus implicitly adopting the choice model although substance-related disorders 
are recognized by the American Psychiatric Association (2013). The claim that an intoxicated 
addict might not have committed the crime if he had not been intoxicated has no legal purchase, 
although some disagree (Williams 1961: 564). Addiction does not merit an index entry in most 
Anglo-American criminal law texts, except in the context of the use of alcohol intoxication as 
a defense in some instances that will be explored below.

The only exception to the bar to using addiction as the basis of an affirmative defense is “set-
tled insanity.” If a defendant has become permanently mentally disordered beyond addiction, 
say, suffers from delirium tremens, as a result of the prolonged use of intoxicants, the defense of 
legal insanity may be raised.

An enormous number of crimes are committed by people who are under the influence of 
intoxicating substances. In what follows I shall discuss the use of intoxication to negate the 
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elements of the crime charged, but these doctrines apply generally to addicts and non-addicts 
alike. Of course, addicts are more likely to be high than non-addicts and thus these rules will 
disproportionately affect them.

Recall that all crimes require an “act” and most crimes require a mens rea, a culpable mental 
state that accompanies the prohibited conduct. Does evidence of intoxication in fact tend to 
show that an element was not present? First, the defendant might be so drunk that his conscious-
ness is sufficiently dissociated to negate the act requirement. Second, the defendant’s intoxica-
tion may be relevant to whether he formed the mental state required by the definition of the 
crime. For example, imagine a very drunk defendant in the woods with a gun. In the drunken 
belief that he is shooting at a tree because his perceptions are so altered, he kills a human being 
wearing camouflage gear. If he really believed that he was shooting at a tree, he simply did not 
form the intent to kill required for intentional homicide, although he may be guilty of another 
type of homicide crime based on carelessness.

The point is straightforward. If the defendant did not act or lacked the mens rea for the crime 
charged, how can he be guilty of that crime? Despite this logic, a substantial minority of United 
States jurisdictions refuse to admit into evidence factually relevant and probative voluntary 
intoxication evidence proffered to negate mens rea. The remaining United States jurisdictions 
and English law admit it only with substantial restrictions.

The reasons for complete exclusion and for restriction of the admissibility of relevant evi-
dence of voluntary intoxication result, I believe, primarily from the choice model and from 
fears for public safety. In the case of restricted testimony, the rules are highly technical. Most 
commonly, evidence of intoxication is admitted to negate the mens reas for some crimes, typi-
cally those that are more serious and have more complicated mental state requirements, but 
not for others, even if mens rea in the latter case might actually be negated. The defendant will 
therefore be convicted of those crimes for which intoxication evidence is not admissible even if 
the defendant lacked mens rea. The rules are a compromise between culpability and public safety 
and the apparent unfairness of convicting a defendant of a crime for which he lacked mens rea 
is in part justified by his own fault in becoming intoxicated, a classic choice model rationale.

Leading precedents in the United States and England adopt choice reasoning explicitly. In 
Montana v. Egelhoff (1996) the United States Supreme Court held that complete exclusion of 
voluntary intoxication evidence proffered to negate mens rea was not unconstitutional. Justice 
Scalia’s plurality opinion provided a number of reasons why a jurisdiction might wish on policy 
grounds to exclude otherwise relevant, probative evidence. Among these were public safety and 
juror confusion. But one is a perfect example of the choice model.

And finally, the rule comports with and implements society’s moral perception that 
one who has voluntarily impaired his own faculties should be responsible for the 
consequences.

Montana v. Egelhoff 1996: 50

This view is standard in both common law and continental criminal law: a defendant should not 
benefit from a defense that he has culpably created.

In D.P.P. v. Majewski (1977), a unanimous House of Lords upheld one of the technical dis-
tinctions alluded to above that permit defendants to introduce intoxication evidence to negate 
the mens reas of only some crimes. Most of the Lords recognized that there was some illogic in 
the rule, but all upheld it as either a justifiable compromise or as sound in itself and it had a long 
history. Most striking, however, is one passage from Lord Elwyn-Jones’ opinion for the Court. 
He wrote,
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If a man of his own volition takes a substance which causes him to cast off the restraints 
of reason and conscience, no wrong is done to him by holding him answerable crimi-
nally for any injury he may do while in that condition. His course of conduct in reduc-
ing himself by drugs and drink to that condition in my view supplies the evidence of 
mens rea, of guilty mind certainly sufficient for crimes of basic intent. It is a reckless 
course of conduct and recklessness is enough to constitute the necessary mens rea in 
assault cases . . . The drunkenness is itself an intrinsic, an integral part of the crime, the 
other part being the evidence of the unlawful use of force against the victim. Together 
they add up to criminal recklessness.

D.P.P. v. Majewski 1977: 474–475

In other words, the culpability in getting drunk—itself not a crime—is the equivalent of actu-
ally foreseeing that there might be criminal consequences of one’s intoxication. The rationale 
is that it is common knowledge that intoxication can be disinhibiting or cloud judgment, even 
if the intoxicated defendant did not actually foresee specifically what those consequences might 
be. The choice model reigns.

Despite massive academic criticism of the Majewski rule and numerous Law Commission 
reform proposals, it remains the rule and many think it works reasonably well. Some 
Commonwealth countries, such as Australia, New Zealand and Canada, have the more expan-
sive rule that permits admission of intoxication evidence without restriction and it seems not to 
have opened the floodgates of alcohol-awash crime (Ashworth and Horder 2013). Apparently, 
however, juries in those jurisdictions seldom fully acquit, suggesting that the culpability-based-
on-choice model is implicitly guiding decision making even if the law is more lenient. Finally, 
even the Model Penal Code in the United States, which has had major influence on law reform 
and which strongly emphasizes subjective culpability, adopted a similar rule (American Law 
Institute 1962, Sec. 2.08(2)). When substances are involved, the choice model seems recalcitrant 
to change.

The need for completeness compels me at this point to mention involuntary intoxication, 
that is, intoxication occasioned through no fault of the agent. Examples would be mistakenly 
consuming an intoxicant, or being duped into or forced to consume one. The law treats 
such cases more permissively than cases of voluntary intoxication by providing a limited 
complete defense and the ability to negate all mens rea. But it does not apply to intoxication 
associated with addiction because the law currently treats such states of intoxication as the 
agent’s fault. The law’s view of involuntariness in this context could apply to addicts and 
non-addicts alike. Even addicts could be duped or coerced into becoming intoxicated on a 
given occasion.

Addiction-related legal practices

There are two United States contexts in which addiction has potential mitigating force: sentenc-
ing, particularly capital sentencing, and diversion to specialized drug courts. The same consid-
erations about addiction’s impact would apply in both non-capital and capital sentencing, so I 
shall discuss only the latter.

The United States Supreme Court has repeatedly held that capital defendants can produce 
virtually any mitigating evidence (Lockett v. Ohio 1978) and the bar for the admissibility for 
such evidence is low. Thus, even if addiction is not a statutory mitigating factor, an addicted 
defendant convicted of capital murder may certainly introduce evidence of his condition for the 
purpose of showing that addiction diminished his capacity for rationality or self-control or to 
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support any other relevant mitigating theory. Doing so also raises the danger that addiction will 
be thought to aggravate culpability based on the choice perspective—especially the moralistic 
strain—and it is possible that it will make the defendant seem more dangerous, which is a statu-
tory aggravating factor in some jurisdictions. Addiction is a knife that could cut both ways in 
capital and non-capital sentencing.

Drug courts are an increasingly common phenomenon in the United States. The substan-
tive and procedural details vary across jurisdictions, but these courts aim to divert from criminal 
prosecution to the drug courts addicted criminal defendants charged with non-violent crimes 
whose addiction played a role in their criminal conduct. If diverted defendants successfully 
complete the drug-court-imposed regimen of staying clean and in treatment, they are dis-
charged and the criminal charges are dropped. This approach seems eminently sensible and 
these courts have fervent supporters, but they also have critics on the grounds that they do not 
afford proper due process and genuinely solid evidence for their cost–benefit-justified efficacy is 
lacking. Whatever the merits of the debate may be, drug courts are now an entrenched feature 
of criminal justice in a majority of United States’ jurisdictions and they do permit some number 
of addicts to avoid criminal conviction and punishment.

A defense of current criminal law

Given the profound behavioral effects of addiction, can the criminal law’s generally 
unyielding rules be fair? Although many addicts are responsible for becoming addicted, the 
following discussion will assume that an addict is not responsible for becoming an addict, 
say, because he became addicted as a youth or because he was in pathological denial about 
what was happening. I shall also assume that the rules apply to adults and that juveniles 
require special treatment.

I believe that there are roughly two accounts for why addicts might not be responsible 
for addiction-related crimes, including possession and other crimes committed to obtain drugs 
(Morse 2011). The first is irrationality, a form of cognitive deficit. As a result of various psycho-
logical factors the addict simply cannot “think straight,” cannot bring to bear the good reasons 
to refrain (see Pickard 2016, who suggests that cognitive deficit plays a greater role in addiction 
than is commonly assumed). This assumes that addicts do have good reasons to refrain, but this 
may not always be true (Burroughs 2013: 144–147). The other account analogizes the addict’s 
subjective state at times of peak craving as akin to the legal excuse of duress. The addict is threat-
ened by such dysphoria if he doesn’t use substances that he experiences the situation like a “do it 
or else” threat of a gun to one’s head. Whether one finds these accounts or another convincing, 
there is surely some plausible theory of excuse or mitigation that would apply to many addicts 
at the time of criminal behavior. A very attractive case for a more forgiving legal response arises 
if one believes that once an agent is addicted, he will be in an excusing state at the time of his 
crimes on some and perhaps most occasions.

There are at least three difficulties with this position, one of which seems relatively decisive. 
Much is still not understood about the actual choice possibilities of “typical” addicts. Maybe 
most can in fact think straight at the times of their crimes but choose not to or they are not 
substantially threatened by dysphoria or, even if they are threatened with severe dysphoria, 
they retain the capacity not to give in (Pickard 2016; Pickard and Ahmed 2016 (summarizing 
the evidence for the retention of this capacity)). The criminal law is justified in adopting the 
more “conservative” approach under such conditions of uncertainty. Unforgiving criminal law 
doctrines enhance deterrence. The demand for and use of drugs is price elastic for addicts. If it 
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costs more, they will use less. The threat of criminal sanctions might well deter addiction-related 
criminal behavior.

The third and seemingly most decisive reason is the potential for what is termed “diachro-
nous responsibility” (Kennett 2001) for addicts who do not suffer from settled insanity. Even 
if they are not responsible at the times of peak craving or when they are acutely intoxicated, 
at earlier quiescent times they are lucid. They know then from experience that they will again 
be in a psychological state in which they will find it subjectively very difficult not to use drugs 
or to engage in other criminal conduct to obtain drugs. In those moments they are responsible 
and know it is their duty not to permit themselves to be in a situation in which they will find 
it supremely difficult to refrain from criminal behavior. They then must take whatever steps are 
necessary to prevent themselves from allowing that state to occur, especially if there is a seri-
ous risk of violent, addiction-related crimes such as armed robbery or burglary. If they do not, 
they will be responsible for any crimes they commit, although they might otherwise qualify for 
mitigation or an excuse.

For similar reasons, the criminal law is justified in not providing addicts with enhanced ability 
to negate mens rea. Even if the intoxication of addicts is a sign of their disorder, for the reasons 
addressed just above, when addicts are not intoxicated and not in peak craving states, they know 
they will become intoxicated again unless they take steps to avoid future intoxication, which 
they are capable of doing when lucid.

Two counter-arguments may be raised, however. As people slide into addiction—and almost 
no one becomes an addict after first use—they may well deny to themselves and others that they 
are on such a perilous path. This suggests that they may not be fully responsible or responsible at 
all for becoming addicts. Even if denial, anyway a vexed concept in psychiatry, prevents addicts 
from understanding that they are addicted, if they get into trouble with the law as a result of 
drug use, they know that they at least have a “problem” resulting from use. At that point, they 
also know in their lucid moments that they have the duty to take the steps necessary to avoid 
criminal behavior.

Regrettably, only limited treatment resources are available in many places to addicts who 
wish to exercise their diachronous responsibility and to refrain from further criminal behav-
ior. We know from spontaneous remission rates that most addicts can apparently quit using 
permanently without treatment, but typically they do so after numerous failed attempts and 
only after they have recognized the good reasons to do so, usually involving family obliga-
tions, self-esteem or the like (Heyman 2009, 2013). Fear of criminal sanctions appears to be 
an insufficient reason for many. Thus, especially when the typical addict is young, having 
trouble quitting and at higher risk for crimes other than possession, it may be too much to 
ask of such addicts to refrain without outside help. If outside help is unavailable, diachronous 
responsibility would be unfair. I think that there is much to this counter-argument, although 
it certainly weakens as the addiction-related crimes become more serious, such as armed rob-
bery or even homicide.

Having offered a principled defense of current legal doctrines concerning addiction,  
I should now like to add that I think much current legal response to addicted defendants is too 
harsh and unwise social policy. Space constraints prevent me from offering my suggestions, but 
interested readers may find them in my other writings (e.g., Morse 2016) and other suggestions 
in the chapter by Husak in this volume. In brief, however, there is a powerful moral argument 
for excusing most addicts for the crimes of possession and use, even if not for more serious 
crimes. In short, the current criminal law response to drugs and addiction is defensible, but it 
is far from optimum.
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ADDICTION AND MANDATORY 

TREATMENT
Steve Matthews

Introduction

What is at stake in mandatory treatment for those with substance addictions? We will answer 
this by addressing several related tasks. The first is conceptual: what exactly is mandatory treat-
ment, and what are the forms that it takes? The second is factual: what is the current legal and 
policy situation for mandatory treatment across some representative jurisdictions? The third is 
normative: what is its justification and how does this articulate with the law? A fourth task is 
to identify a difficulty that arises in its justification: addiction impairments are conative, cyclical 
and diachronic, and so the standard cognitively flavoured synchronic criteria for judging com-
petence do not readily apply. So in what sense are addicted persons lacking in the competence 
required to refuse treatment? A final task is to consider whether there are utilitarian grounds for 
accepting a limited system of mandated treatment. If, on balance, it demonstrably reduces harm 
could a case be made for it on the grounds of its effectiveness? Public health studies in this area 
reveal mixed results, with some positive outcomes in reducing recidivism in criminal justice 
contexts, but the data for cases of civil commitment is less clear.

Mandatory treatment

I will use ‘mandatory treatment’ to cover both coercive and compulsory treatment modalities. 
‘Coercion’ has a loose and popular sense covering many different cases, however, let me stipu-
late a use reminiscent of Nozick (1969), in which the outcome desired by the coercing agent is 
achieved through manipulation of the choices available to a person convicted of an addiction-
related crime.1 So, for example, a person on a drug-related charge might be presented with the 
option of treatment where refusal would be losses of other supports, such as housing. This can 
work because it is backed up by the potential enforcement of the punishment-like alternative 
to choosing treatment; but nevertheless the coerced agent is given the chance to make a choice. 
Although this person is not directly forced into rehabilitation – they are certainly not physically 
removed to a hospital or treatment centre – it counts as coercion partly because the choice situ-
ation is designed and enforced by a body external to the one coerced.

The choice-making dimension within mandatory treatment arguably makes a difference 
to moral perceptions of treatment. For example, a rehabilitated person may later feel that they 
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deserve credit for having chosen the best option.2 But this is by no means universal and a more 
favourable experience depends on many variables. In this connection Christopher et al. (2015: 
319) call for more research. As they put it, this research,

should include simultaneous assessment of the range of additional pressures that may 
coexist with a commitment order (e.g., urging of family and employers), one’s per-
ceptions of such pressures, changes in motivation during the commitment period, the 
severity and treatment of co-occurring disorders, and the . . . potential social deter-
minants of substance outcomes (e.g., insurance status, financial resources, and social 
supports).

Finally, in this connection, what should not be assumed is that the experiences and motivations 
of those who choose treatment under conditions of coercion are always different in kind from 
two other groups: those who enter a treatment facility voluntarily, or those who enter involun-
tarily via civil commitment. Rather, there is some degree of crossover, and this is because, inter 
alia, treatment facilities can run differently regardless of how their patients arrived there, and 
also because these perceived pressures of coercion may come not just from the State, but from 
family, friends or medical authorities (Stevens et al. 2006).

Coercion, then, works through the will of the coerced, and it occurs typically within the 
criminal justice system. This is contrasted with compulsory treatment where the affected persons 
are simply directed into treatment without regard for their preferences. (Sometimes ‘involuntary 
treatment’ or ‘forced treatment’ are used as synonyms for ‘compulsory treatment’.) Compulsory 
treatment orders can be applied to offenders within criminal justice – this is known as court-
mandated treatment – or in the health sector, where they can be applied in civil proceedings 
where no offence has been committed – this is known in most jurisdictions as civil commitment.

In civil commitment an order for treatment occurs by appeal to a state-sanctioned authority 
specifying strict criteria usually involving harm (or posing a ‘danger’, as it is put in the US) or the 
loss of the capacity for decision-making. Admittedly this simplification disguises great complex-
ity in the way different jurisdictions legislate. Some assimilate the case of drug dependence to 
mental health impairments; some impose age restrictions; some distinguish between the impend-
ing dangers of harm (to self or others), and the losses in decision-making capacities, whereas 
others conjoin these elements. In jurisdictions with strong legal safeguards, civil commitment 
cases are typically rarer than cases of coerced treatment, perhaps due to the liberty-depriving 
nature of forcibly removing someone who has not committed any offence. For example, in 
New South Wales (NSW), Australia, a state with a population of just over 7.5 million, typically 
around 15 persons per year are committed. (A similarly low figure exists for the state of Victoria.) 
By contrast, the different states of North America vary significantly. For the period 2010–2012, 
according to Christopher et al. (2015: 315),

Thirty-three of the 51 states [had] . . . civil commitment . . . Of these, 9 states never 
apply and 4 more very rarely apply their statutes. Of the remaining 20 states [the figures 
are] . . . Colorado: 150–200 (annual average); Florida: 9,000 (annual average); Hawaii: 
83 in 2009; Massachusetts: 4,500 (annual average) around 2011; Missouri: 166 in 2011; 
Texas: 22 in 2010; and Wisconsin: 260 in 2011 . . . Seven other states reported that 
commitment occurred regularly or frequently.

Civil commitment type cases and coercion type cases target different groups, and their purposes 
and the differing outcomes from each practice suggest that it would be a mistake to attempt to 
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draw lessons from one practice in support of the other. In this connection, Sally Satel (1999, 
and elsewhere) argues that coercive treatment is effective in reducing recidivism because length 
of treatment is correlated with better outcomes, and since authorities can effectively control 
the length of these periods, these better outcomes are more easily enabled.3 But obviously 
reduced rates of recidivism are not at issue when we come to the justification question for civil 
commitment.

Mandatory treatment of addiction includes detoxification, counselling, education, and vari-
ous other forms of rehabilitation. To provide a concrete example, at the Women’s Addiction 
Treatment Center in Massachusetts US, the services there include a detoxification unit (with 
24-hour monitoring by doctors, nurses, and counsellors), clinical and transitional support ser-
vices, family support, access to twelve-step programmes that incorporate counselling, opioid 
overdose prevention workshops, and informational sessions focusing on relapse and coping 
strategies. The initial aim of such programmes is containment and safety, followed by restora-
tion of long-term planning capacity to facilitate decisions supporting health and well-being, 
reduction in social and economic costs and to improve prospects for employment and better 
relationships.

The state of play

Treatment programmes involving the criminal justice system operate in many countries includ-
ing Britain, the USA, Canada, many western European nations (such as Germany, Italy, Spain, 
Sweden), and parts of Oceania.4 Again, there is great variation in how the programmes are 
run. For example, whereas in the USA treatment tends in some places to be the upshot of any 
offence that is drug related, in the Netherlands it is those with a pattern of drug use who come 
to the attention of criminal justice authorities who are then directed into treatment (See note 
4, ANCD report, p. 2). Civil commitment programmes also vary, and have changed over time 
in response to evidence-based medicine advances and human rights considerations, e.g., in the 
states of Victoria, and NSW (Australia), New Zealand, Britain and North America.

To provide a detailed example of the variation and complexity in this area consider the case 
of England and Wales. Involuntary detention/treatment of addicted persons there could in prin-
ciple come under The Mental Capacity Act (2005), but not the Mental Health Act where addic-
tion is explicitly ruled out as a condition sufficient for detention. Under the Mental Capacity 
Act provision to deprive a person, ‘P’, of liberty is permitted in P’s best interests and when a 
reasonable belief exists that such deprivation is necessary to sustain life, prevent serious dete-
rioration, or prevent harm to P. It would seem that addicted persons could be judged to come 
under this Act in case they are decisionally incapacitated due to an impairment of the mind or 
brain, and it would seem also that the most relevant part of the Act on this score pertains to the 
lost ability to weigh information as part of the process of making decisions.

Proper justification for mandatory treatment depends on practices that embed within a nor-
mative framework of culture, policy and law. The emphasis in the jurisdictions described above 
is typically on a degree of voluntariness (in the alternative consequence models), and a variety 
of safeguards including short time frames, evidence-based treatment protocols, medical care for 
co-morbid conditions, and a non-punitive rationale governing both the process and the aims of 
treatment, viz., harm reduction and the restoration of decision-making capacity.

Unfortunately this kind of normative framework is not universally adopted. So, for example, 
infamously in East and Southeast Asia, compulsory drug detention centres (CDDCs) have in 
recent times sprung up and indeed proliferated. Kamarulzaman and McBrayer (2014), quoting 
an Open Society Institute report, claim that around 235,000 people who use drugs (PWUD) are 
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detained in over 1,000 CDDCs. In some jurisdictions PWUD are picked up in police sweeps or 
from positive urine tests, or even on the basis of mere suspicion, and are then forcibly sent to the 
centres. Medical treatments, not atypically, are lacking, and stays can be for indefinite periods 
and where no attention is paid to such things as withdrawal or the possibility of relapse. Human 
rights abuses in the centres – including physical abuse, torture, forced work, gruelling exercise 
regimes of a militaristic nature – underlie the fact that many of the centres operate chiefly to 
punish illicit drug users. International scrutiny of the centres led to a United Nations joint state-
ment in 2012 condemning them and calling for their closure.5

These cases demonstrate what can go wrong in the absence of checks and balances. Mandatory 
treatment is a treatment type of last resort (certainly in civil commitment cases), and it is sup-
posed to be motivated by a concern for the health and social welfare of the drug-dependent 
person. Given this motivation, and given the extreme liberty-depriving nature of forced removal 
into a place of detention, it is necessary to have available processes that act as a check on the 
system at point of entry, within the treatment centre itself, and to exit. Legislation must carefully 
specify these processes, and the duties associated with the process be bestowed on those with 
specific ex officio roles. Safeguards, transparency including oversight by other bodies, and appeals 
mechanisms need to accompany all aspects of the process. Those administering, both within 
(such as doctors, nursing staff, therapists and so on) and outside (such as civil managers of various 
sorts, magistrates or politicians), ideally should be motivated by the health needs of those com-
mitted, and the welfare of their families. Suffice to say: any attempted justification for mandatory 
treatment that fails to register the need for these things, and to warn of the fragility of the legal 
and political background, even in cases where a polity is seemingly stable, will fail.6

Civil commitment: an example

Consider the Severe Substance Dependence Treatment Act 2010 from Victoria, Australia. The 
Act provides for,

the detention and treatment of people with severe substance dependence in a treat-
ment centre where this is necessary as a matter of urgency to save the person’s life or 
prevent serious damage to their health. Detention must be the only means by which 
treatment can be provided and there must be no less restrictive means reasonably 
available to ensure the treatment. In addition, the person must be incapable of mak-
ing decisions about their substance use and personal health, welfare and safety due 
primarily to their substance dependence. The purpose is to give the person access to 
medically-assisted withdrawal, time to recover, capacity to make decisions about their 
substance use, and the opportunity to engage in voluntary treatment. Detention and 
treatment must always be an option of last resort. Detention and treatment is limited 
to a maximum of 14 days.7

Two elements are important. First, the addicted person must have lost a ‘capacity to make 
decisions about their substance use’, and second, detention must be the ‘only means by which 
treatment can be provided’. We note, then, that this lost capacity leads to waiving of what is 
taken as a norm in medical settings, consent of the patient. We are to presume that dispensing 
with the need for consent is based on a loss of decision-making capacity. But in what sense is 
there a loss here? It is supposed to be due to the addiction (‘severe substance dependence’), not 
intoxication, a state in which the loss of decision-making capacity might be clear, and which is 
present in many non-addicted persons. The impairment grounding the claim of incompetence, 
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then, is a disturbance in the will, not a matter of a cognitive failing here and now, such as a 
delusion generated by a psychosis. The impairment must also be tied to the threat of harm or 
death, and be the outcome of a pathological condition, since there are non-pathological condi-
tions that also give rise to patterns of behaviour leading to harm. Base jumping, rodeo riding or 
mountain climbing, undertaken in obsessive ways, are all potentially harmful activities, but they 
do not issue from some kind of pathological fixation. Certainly they can be habit-forming, but 
civil commitment statutes must be carefully formulated to exclude them.

So, to condense all of this: the justification for civil commitment of addicted persons is that 
they have sustained a pathological loss of competence with respect to making and implement-
ing decisions over time, and this loss places them (or others) in danger of harm and/or death. 
This raises two difficulties. The first is that currently used assessment tools for competence are 
ill-suited to the case of addiction. The second is that testing for competence (however we assess 
it) either comes too early, because the justificatory preconditions have not yet obtained, or it 
comes too late when the harm caused by addiction – which compulsory detention might have 
prevented – has been done. In the next two sections I expound on the first difficulty; in the 
section following that I attend to the second.

Justifying mandatory treatment in civil commitment cases

The criteria normally cited for involuntary treatment in the area of mental health do not read-
ily apply in cases of addiction. For example, a psychotic person may be detained and treated 
because their behaviour risks imminent harm to self and/or others. The loss of competence here 
typically springs from delusional thinking. Sober drug-dependent persons have not lost com-
petence in this sense. They may be in non-imminent danger of harming themselves, but so are 
people who engage recklessly in extreme sports. Now it would seem that to justify mandatory 
treatment an ineliminable element in competence criteria is diminished cognitive awareness and 
reasoning capacity. Normally failures to understand information, to reason and assess risk with 
respect to one’s diagnosis, and to be able to express one’s view are sufficient for an intervention, 
yet this kind of competence loss is not salient in addiction. (I give a detailed analysis of compe-
tence criteria in the next section.)

I will take the concept of competence in medical settings to apply to relatively task-specific 
aspects of decision-making that affect one’s health and one’s life. Though it comes in degrees it 
is best to regard competence as reaching a threshold and its application in law must be regarded 
this way for the purposes of deciding who meets the criteria for competence and who does 
not. Losses in competence usually appear in acute care settings where diminished decisional 
capacities may be easily observed. However, in chronic conditions like addiction typically the 
problem is not the making of a decision, but rather the ongoing implementation of it (Naik 
et al. 2009; Levy 2016). The addicted person cannot effectively play the executive role required 
to implement the steps needed to adhere to earlier resolutions to stay clean, to remain healthy, 
and thereby get their life back on track.8 This is the loss of competence that the standard criteria 
do not assess. It is the failure to unify one’s agency over time, and because the loss of control 
stretches over time it is difficult to make assessments of it and to design a competence test that 
accurately captures what has gone wrong.

Competence criteria

When assessing competence in mental health contexts, there is a relatively consistent approach 
(Craigie 2009: 2; Tan et al. 2006: 268; Wild et al. 2012: 167). We may take here the MacArthur 
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Competence Assessment Tool—Treatment (MacCAT-T) as representative. Competence on 
this model includes:

(1) Understanding information that is relevant to a condition and its treatment.

(2) Reasoning about the potential risks and benefits of a choice.

(3) Appreciating the nature of one’s situation and the consequences of making a choice.

(4) Communicating a choice.
Grisso et al. 1997

These criteria are not suitable for judging competence to refuse treatment for non-intoxicated, 
non-craving addicted persons. Sober addicted individuals retain an understanding of the medical 
aspects of their condition, and they have relatively clear insights regarding its effects on behav-
iour. In the clinic they may readily acknowledge the difficulty of their situation. Suffice to say, 
addicted persons are competent on the basis of the measurements contained in the standard test.9 
If so, then mandatory treatment orders should not be made using the standard test; different test 
criteria would need to be formulated for cases of addiction. Ideally, these criteria would need 
to combine an interview assessment with evidence of the clinical history of the presenting indi-
vidual in order to capture the diachronic nature of the addiction impairment.

To sharpen up this difficulty it is helpful to compare the case of addiction with the case of 
anorexia where a clinical dilemma arises for treatment professionals. Jillian Craigie (2009: 2) 
points out that, on the one hand, a requirement of medical ethics is to pay due respect to the 
autonomous wishes of an anorexic patient who may be refusing treatment; on the other hand, 
in adhering to their refusal decision, a doctor knows that he or she thereby places that patient at 
great risk of further harm or death. Standard criteria for competence are insufficient to show that 
the patient with the anorexic condition is a candidate for involuntary treatment. And yet suppose 
in response to this situation the criteria for competence were ‘gerrymandered’ to include a strong 
desire for thinness. On the face of it this seems sensible but once certain specific preferences are 
deemed to be a product of a disordered mind, there is a risk that legitimate, unusual values are 
wrongly rendered as pathological. The history of disease categorisation contains some infamous 
examples where the process has gone wrong, including homosexuality and masturbation.

The further challenge, then, is to make sure that politically charged or moralistic values do 
not come to inform criteria governing mandatory detention. These criteria should focus only 
on cases where a failure of intervention looks seriously unsafe, leading to the question: what 
harms would this failure to treat bring about? This counterfactual test need not be problematic 
once an assessment is made based on a person’s prior medical history. Indeed, this kind of assess-
ment is familiar from prognoses that are commonly made already in mental health contexts. It 
is probabilistic, to be sure, and the uncertainty is exacerbated because, unlike predictions based 
on relatively simple acute physical illnesses like pneumonia, predicting outcomes in addiction is 
beset with the need to factor in a range of non-clinical variables, such as social supports or their 
lack. But again, these uncertainties are already common in the area of mental health patient care 
(Matthews 2014: 215–216).

The problem of knowing when to commit

The criteria to civilly commit an addicted person in the Victorian example (and many others) 
let in very few cases. The addicted person must be in imminent danger of severe harm or 
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death where the only means available to prevent this is mandatory treatment. The effect of 
this is that treatment often comes too late when a lot of damage has already been done. But 
forced detention at an early stage of an addiction returns us to the problem of justification: 
for who is to say that a person with a nascent heavy drug habit will progress to the stage of 
severe and dangerous addiction? A barrier to prediction here is that the identification of some 
internal condition for substance dependence is not sufficient for prognosis when we know 
that addiction is an externalizing disorder – the maladaptive behaviour conceptually depends 
on features of the environment.10 We know also from public health studies that cases of spon-
taneous remission are very common, suggesting that addiction typically does not progress to 
the point where intervention is required (see Heyman (2009) for a sustained review of the 
relevant literature).

Still, could an exception be made in cases of early intervention involving juveniles? Take, 
say, a teenager whose five-year addiction is severe, whose parents/guardians have tried 
extraordinarily hard to manage the situation (but to no avail), and where treating profession-
als and the criminal justice system have become involved, and where all these efforts have led 
precisely nowhere. In such early-stage treatment-resistant cases is the point of civil commit-
ment made especially salient? Minimising harm and saving lives seems more likely achieved 
here, whereas in late-stage cases the damage may be advanced to the point of irreversibility. 
In such cases the point seems lost. The additional rationale in the early intervention juvenile 
cases is simply that it makes sense then to take an addicted adolescent out of the cycle of con-
sumption and withdrawal.

This argument, as it stands, might succeed, but for it to succeed the legal provisions, such 
as are seen in the Victorian example, would need softening. A rationale for intervention there 
is that urgent action is needed to save the life of the affected individual or to prevent serious 
damage to their health, and in the case just rehearsed we are assuming that this stage has not 
yet been reached; indeed, that is the whole point of the example. Nevertheless, someone 
might argue that for juvenile intervention cases the justificatory paradigm is altered anyway, 
on account of the sub-adult threshold, and indeed it is a norm of medico-legal practice to 
recognise that the teenage years constitute a grey area where the authority to make decisions 
may be vested (at least partly) in parents or guardians, or even in the State. For example, in 
a famous case in NSW in 2013 a Supreme Court judge ordered that a 17-year-old Jehovah’s 
Witness with Hodgkin’s Lymphoma undergo a blood transfusion. The court overrode the 
wishes of both the patient and his parents saying that ‘[t]he interest of the State is in keeping 
him alive until [he is an adult], after which he will be free to make his own decisions as to 
medical treatment’ (Olding 2013).

Notwithstanding my guarded support for civil commitment in these cases, one further prob-
lem remains, though it does not seem insurmountable. The argument we rehearsed above was 
based on our single case, but is this sufficient as justification for a system of detention? The main 
problem is that there are risks that attend the introduction of a system of detention that descrip-
tion of the single case omits. For example, there is a risk that any such programme of detention 
would be transformed into one in which young poor addicted teenagers are punished and/or 
removed from social life as a de facto (perceived) benefit to others. Such a transformation might 
occur where the institution comes to be embedded within changed external political conditions, 
where say an authoritarian political regime comes to misuse its power to control what it views 
as deviant types (Wild et al. 2012: 163). Nevertheless, this difficulty is perhaps not sufficient to 
defeat the argument for juvenile early intervention; rather, it adds to recognition of the very 
important need for thinking through the consequences of the institutional arrangements in 
order to provide for safeguards and judicial oversight.
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What evidence supports paternalistic civil commitment?

The attempted justification of civil commitment is based on a paternalism argument in which 
it is claimed that the refusal to be treated can be overridden for the good of the patient. This 
conclusion assumes that on balance a net benefit will arise from intervention. But for the purposes 
of making sound policy decisions can we really make this assumption? What evidence is there 
in support of it?

The picture is a diverse one. In a recent paper by Werb et al. (2016) the results of a system-
atic review of the effectiveness of compulsory drug treatment showed grounds for pessimism. 
The authors (2015: 8) wrote that ‘there is little evidence that compulsory treatment is effective 
in promoting abstention from drug use’.11 In another analysis Wild et al. (2012) present a com-
prehensive summary of the empirical literature concluding pessimistically that the results are 
‘mixed’. They point out that in the light of all these inconsistent findings ‘an impasse’ has been 
reached. Part of the difficulty in making progress, they further point out, is a problem inherent 
in the attempts to make consistent meta-analytic comparisons of the different studies. There is 
a lack of uniformity with respect to the type of addictive behaviours; a lack of uniformity in 
the terminology to describe mandatory treatment; a range of different discipline areas that have 
their own assumptions and approaches; and a lack of agreement over how we might measure 
and assess effectiveness in the variety of mandated drug and alcohol programmes. Clearly what 
are needed are measures that allow for much more meaningful comparisons in order to progress 
our understanding in this area.

Conclusion

Mandatory treatment of addiction can be compulsory or coercive, applied within criminal 
or civil contexts. There is some evidence of its effectiveness as a coercive mode within 
some criminal contexts (Satel 1999), but the successes seem correlated with many other fac-
tors, both internal and external to the practices themselves. Focusing on civil commitment 
the State must have evidence that competence in diachronic agency has been lost. The 
compulsive-like pattern of drug consumption only becomes harmful and severely disordered 
after a period of time within a certain context and so the measure of competence must be 
attuned to this diachronic dimension. The longitudinal dimension also raises the problem 
that early-stage addiction is not severe enough to warrant civil commitment (though I offer 
qualified support for such a possibility in juvenile cases), and yet the main point of interven-
tion would seem to be the prevention of development of addiction into more serious and 
harmful phases.

Notes
 1 This usage of ‘coercion’ for alternative consequences models is a standard one; see Gerdner and Israelsson 

(2010). They also make further fine-grained distinctions between the types of manipulative coercion 
that is available to states, see p. 119.

 2 See Olson et al. (1997: p. 1318) who register patient attitude toward recovery as one central variable in 
response to being committed.

 3 Satel’s analysis relates primarily to the United States; Werb et al. (2016: 7), on the other hand, performed 
a global meta-analysis, and asserted that ‘the majority of studies (78%) . . . failed to detect any significant 
positive impacts on drug use or criminal recidivism over other approaches, with two studies (22%) 
detecting negative impacts of compulsory treatment on criminal recidivism compared with control 
arms’. What helps to explain the difference is that the US practices are situated within a relatively 
favourable environment of culture, policy and law.
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 4 For a concise and comprehensive description of the current worldwide situation see the report from 
the Australian National Council on Drugs (ANCD), Mandatory Treatment, www.atoda.org.au/wp-
content/uploads/Mandatory_Treatment.pdf. For a highly detailed international analysis see Gerdner 
and Israelsson (2010).

 5 Not all have called for their closure. See, for example, Zunyou Wu (2013).
 6 For a general overview, see Ronli Sifris (2011).
 7 See www.health.vic.gov.au/ssdta/index.htm.
 8 See Jeanette Kennett and Steve Matthews (2003: 310).
 9 This is a general claim, and there are cases of long-term addiction involving cognitive deficits, typically 

memory impairments. But these tend to be substance-relative, e.g., long-term opiate use is associ-
ated with impairments in ‘verbal working memory . . . [and] cognitive flexibility (verbal fluency)’ (see  
A. Baldacchino et al. 2012).

 10 Cf. Will Davies (2016).
 11 The authors measured success in both compulsory and coercive treatment.
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